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ABSTRACT

Spatially adaptive nonlocal patch-wise estimation is one
of the most promising recent directions in image process-
ing. Within this framework a set of the state-of-the-art
Block Matching 3-D (BM3D) algorithms has been devel-
oped for different imaging problems [1]-[5]. Recently,
a special prior has been proposed allowing to reformu-
late the multi-stage hard-thresholding BM3D denoising as
global minimization of an energy criterion [6]. The out-
standing performance of BM3D works as a strong argu-
ment in favor of this prior giving an efficient multilayer
redundant image model. The variational formulation is
used in [6] in order to design a novel recursive denois-
ing algorithm. In this paper the nonlocal collaborative
lp-norm prior is a tool to design deblurring algorithms,
where the global penalty function works as an adaptive
regularizator. The main contribution concerns the devel-
opment and testing of algebraic and frequency domain re-
cursive algorithms minimizing the global criterion. Simu-
lation demonstrate a very good performance of the novel
algorithms.

1. INTRODUCTION

Suppose we have independent random observation pairs
{zi, x;} given in the form

zi = (g * y)(z:) + €i, (D

where z; = z(z;) and y; = y(x;) are noisy observations
and signal of interest, respectively; x; € R? denotes a
vector of “features” or explanatory variables, * stands for
the 2D discrete convolution of the signal y with a blur
point-spread function (PSF) g, and &; = e(x;) is an addi-
tive noise, €; ~ N(0,02). The deblurring problem is to
reconstruct y(x;) from noisy observations {z; }.

Most recent imaging algorithms work on image blocks
(patches). Let us introduce this concept following [4]. Let
the signals from (1) be given in the matrix (n x m) form as
Y and Z and defined on the corresponding n x m regular
2-D grid X.

Consider a windowing C = {X,,r =1,..., Ny} of
X with N blocks (uniform windows) X,, C X of size
n, X n, such that Uf,\r;lX,r = X, i.e., this windowing
is a covering of X. Thus, each z; € X belongs to at
least one subset X,.. The noise-free data Y and the noisy
data Z windowed on X, are arranged in n, X n, blocks

978-1-4244-5167-8/09/$25.00 ©2009 IEEE

denoted as Y, and Z,., respectively. Typically, the blocks
are overlapping and therefore some of the elements may
belong to more than one block.

We use transforms (orthonormal series) of pixels in the
blocks in conjunction with the concept of the redundancy
of natural signals. Mainly these are orthogonal polynomi-
als, discrete Fourier, cosine and wavelet transforms. The
transform, denoted as 7,”°, is applied on each window X,
independently as

r=1,...,Ng,
@
where 6, is the spectrum of Y,.. The equality enclosed
in square brackets holds when the transform 7,%° is real-
ized as a separable composition of 1-D transforms, each
computed by matrix multiplication against an n,. X n,. or-
thogonal matrix D,.. The inverse 7,°° “of T,7° defines the
signal from the spectrum as

0.=T"(Y,), [=DY,D!]

Y, =7*'6,), [=Dr6,D,] r=1,...,N..
The noisy spectrum of the noisy signal is defined as
0.=7>"(2,), |[=D.ZDI'] r=1,...,N,
3)

The signal y is sparse if it can be well approximated
by a small number of non-zero elements of the spectrum
0,.. The number of non-zero elements of 6,., denoted us-
ing the standard notation of the lp-norm as ||0..||;,, is in-
terpreted as the complexity of the model in the block.

If the blocks are overlapping the total number of the
spectrum elements 6,., = = 1,..., N, is larger (much
larger) than the image size and we arrive to the overcom-
plete or redundant data approximation. This redundancy
is an important element of the efficiency of this modeling
overall.

The blockwise estimates are simpler for calculation
than the estimates produced for the whole image because
the blocks are much smaller than the whole image. This
is a computational motivation for the blocking. Another
even more important point is that the blocking imposes a
localization of the image on small pieces where simpler
models may fit the observations.

46



2. NONLOCAL COLLABORATIVE Ly-NORM
PRIOR

2.1. Group-wise penalty

We consider the signal blocks Y; corresponding to a given
windowing X ;. The transforms are defined and calculated
for these blocks. Furthermore, it is assumed that there is
a similarity between some of the blocks and the similar
blocks are clustered in "groups”. As a measure of this
similarity between the reference block 7 and the block j
we use the Eucledian norm for matrix calculated as ||Y, —
Vi3 £ 32, 1Yo (k1) = Yi(k, D [10:

wp(r,§) = 1(||Y, — Y;|[3 < h). 4)

This binary weight wy,(r, j) takes value 1 if the Eu-
cledian distance is smaller or equal to A, then the block
7 belongs to the group r. Otherwise if the Eucledian dis-
tance is larger than h then, wy,(r, j) = 0 and the block j is
not included in the group 7. Let K be a set of the blocks
included in the rth group.

We introduce the penalty first for groups and further
globally for the whole image [6].

The penalty for the rth group is defined as

peny({9r5};) = ®

= | 2 wn(r DN =013 ) + Al {00335k
J

Here {1, ;}, is a set of the models for all jth blocks
included in the rth group, and {6; }j is a set of the spec-
trums of these true signal blocks in this group.

The group-wise penalty pen({;;}, ;) is a criterion
characterizing the quality of the rth group by the sum of
two very different terms. The first summand is the accu-
racy of the signal approximation by the spectrums ¥, ;,
and the second one |[{9, ; };||;, is the complexity of this
spectrum model defined as a total number of nonzero (ac-
tive) elements in the set {ﬁr,j}j. Thus, this group-wise
penalty takes into consideration both the accuracy and the
complexity of the group-wise modeling.

It has been demonstrated in [1] that a much higher
sparsity of the signal representation and as a result a much

lower complexity (better quality) of the model can be achieved

using a joint 3D group-wise transform instead of 2D block-
wise transforms (with spectrums 9J,. ;) as it is in (5). This
joint 3D transform dramatically improves the efficiency of
image spectrum approximation and introduced in [1] as a
special tool for noise removal from images.

Following [6] we use this 3D collaborative transform
for modification of the introduced group-wise penalty.

Let®) = {0, ; }jekn beacollection of the 2D block-
wise spectrums treated as 3-D array, where j is the in-
dex used for the third dimension. We will denote the ele-
ments of the 3D array ©) as ©) ; (k, 1), where the indices
(k, 1) concern 2D array of the jth block in the rth group.
Apply a 1D orthonormal transform 7 with respect to j.

In this way we arrive to a group-wise 3D spectrum of the
signal Y in the rth group as

Q) =77 (O)). (©6)

Following [1], [4] we replace the set K of the 2D
spectrum-approximations {4, ; }j eKh with the correspond-
ing joint 3D spectrum 2 = 7 ({1}, };c xn ), presumably
obtained by applying 7™ on a collection of 2D spectra
{9} jern considered as a function of j. Then, the lo-
norm H{ﬁm-}?EK:_L |1, in (8) is replaced with the equiva-
lent norm in this 3D spectrum space defined as ||Q|[;, =
Dkt jercn L (k1) #0).

This 3D spectrum representation is used as a joint col-
laborative model of the signal clustered in the rth group.
For this group the group-wise 3D spectrum penalty (5)
takes the form

pen,(Q) = 17 = QI + Ar[|Q]1- @)

Recall again, that here (2 is the 3D array of the spec-
trum approximations (estimates) we are looking for, and
QY (with index Y) is the spectrum of the blocks of the true
signal values Y; collected into the rth group {Y};cxn
accordingly to the rule (4).

2.2. Global penalty

Let us go further and introduce the global penalty as the
weighted mean of the group-wise penalties (5):

PEN({9:;},,) = Y grpen,({0r},) = ®)

D9 | D wnlr)N6; = sll3 + Al {905}l | -
r J

with the group-weights g, calculated as

S Vi (2 T o
DRV

These weights are inversely proportional to the com-
plexity of the group-wise models. This rule perfectly cor-
responds to the idea of the sparse image modeling with a
low complexity model as a main goal. According to this
idea the low complexity groups are preferable and taken
in (8) with larger weights.

Using the 3D collaborative spectrum representation of
the group-wise penalty in the form (7) the global penalty
(8) takes the form

PEN({Q:},) = Zgr -pen(Q2) = (10)

D 9r (19 = Q0113 + Arli€]lio) »

g = 2191l
> /1190 g
where the spectrum 2, is an approximation for the spec-

trums QY in the rth group, and ||2.||;, is the lp-norm
penalty for this approximation.
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In the signal domain the global penalty PEN ({Q,},.)
can be represented using the block-wise true signals Y
and the signal approximations Y. ; in the following form

PEN({Y}},) = (11
ng’ th(ﬁj)HYj _Y;’,j |§+)‘T||QTH10 >
r J
where

Yr,j = TZD71 (er,j) 5 er = {er,j}jeKﬁ = T1D71 (Qr) .
(12)
The global penalty has been introduced in the forms
(10) and (11) in [6] and used for variational formulation
of the image denoising problem.

2.3. Meaning of the global penalty

1. The global penalty (10) is unusual in a number of
aspects and very different from the standard formu-
lations of the penalty functions (e.g., [7]). One of
the most important is that this penalty function is
multilayer. The blocks in the reference group rth
are selected as the ones close (similar) to the refer-
ence block 7th and taken from different part of the
image. These blocks form a 3D multilayer group
used for group-wise collaborative 3D spectrum cal-
culation. Each block can be selected for various ref-
erence blocks and in this way it can serve as layers
in many blocks. The sets K" of the multilayer con-
structions can be tracked in the formula (10) explic-
itly using the window function (4). These multi-
layer constructions are signal dependent and can be
quite complex.

2. Another form of multilayer penalty constructions
appears when we go from the spectrum to signal
domain (11). The windows are ovelapping and for
each image pixel there are multiple window-wise
approximations. These constructions depend on im-
age location of the windows collected in the groups,
which are the same in the spectrum and the signal
domains. This grouping is explicitly revealed by the
projection matrices P; introduced further in (16).

3. The weights g, defined by the complexity of the
group-wise models gives the aggregation weights
fusing the multiple group-wise models in the global
one. These weights define the weights of the group-
wise estimates when they are fused into the final one
as it will be clear from the formula (17).

4. The proposed penalties, both group-wise and global,
are inspired by the similar constructions developed
in the BM3D algorithm for the group-wise multi-
model collaborative filtering [1], [4]. The global
penalty and variation formulation of estimation re-
sult in novel recursive algorithms sharing with BM3D
the distinctive features of the latter algorithm: group-
ing (block-matching), 3D collaborative filtering and

the complexity depending weights used for fusing
of the group-wise estimates into the final ones.

3. DEBLURRING BY GLOBAL ENERGY
MINIMIZATION

Let us use for the signals given by the matrices Y, 7, Y,
Y,.y ; the lexicographical vector representations with the
corresponding bold letter notations Y, Z, Y ;, ?r, j- The
vectors Y ; are projections of the vector Y, which can be
defined through the projection matrices P;, Y; = P;Y.
Here P; are binary matrices with items (0,1).

Using the vector-matrix representation of the observa-
tion model (1) and the global penalty (10)-(11) the deblur-
ring problem can be formulated as the variational problem

[6]:

Y = arg min J, (13)
Y

) T

J 1Z — AY|3/0% + - PEN({Q},),

where ||-||3 stands for the Eucledian norm of vectors.

For solution of (13) we exploit a recursive alternative
minimization of J on {Q,} and Y. In minimization on
{Q,}, the global penalty is used in the form (10) while in
minimization on Y the global penalty is of the form (11).

IfY is given the minimization on {(2,.} . concerns the
penalty term PEN ({Q,.},) only. With fixed g, the mini-
mization is reduced to scalar calculations independent for
each element of €,.:

Q. (k1) = arg;reliﬁrfll QX (k1) —2)> + A - L(z #0)) .

This solution is the hard-thresholding of QY (k, 1) cal-
culated as

ok, ) = QY (k0 -1 (19 (6,1 2 VA (19)

When ,.(k, 1) are found the signal estimates are cal-
culated as

Or = {0r}jery =T (97) : (1)
Vi =127 (005).

The consecutive 7 ~! and 720~ inverse transforms
return first the estimates ©,. = {0, ; } jc g of 7% -spectra
of the blocks in the group, and hence the estimates Yr, jof
these blocks. Because these estimates can be different in
different groups, we use the double indexes for the signal
estimates Y,. ;, where j stays for the index of the block and
r for the group where these estimates are obtained.

Consider minimization of .J on Y provided {€2,.}, are
given as {QT} . The spectrums 2} depend on Y and this

I
dependence should be taken into considerations. In order
to do it we use the global penalty in the signal domain

form (11) where the spectrums in the quadratic norms are
replaced by the corresponding signals.
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Using the vector-matrix notation and the penalty in the
form (11) the criterion J in (13) can be represented as

J=Z—AY|3/0* +p- > gr % (16)

> wn(r DIPY = Yo i[5+ Al ]1,

J

Differentiation on Y gives after some manipulations
the estimate of Y:

Y=¢1x (17)

ATZ)o? Y g0 > wi(r 5P |

J

= ATA/O'2+,U . Zgr th(rh])P]TP?
r J

Note, that the matrix PjT P; is diagonal, and then the
matrix

W =303 wi(r.j)PIP, (18)
T J

is also diagonal.

In the form (16)-(17) the solution of the deblurring
problem has been proposed in [6]. A promising feature of
this solution is that the regularization of the matrix AT A
is produced by the data-depending weght-matrix W with
the weights defined by the complexity of the group-wise
models.

In this paper we develop recursive algorithms mini-
mizing the criterion J and test the performance of these
algorithms. We call these algorithms the deblurring non-
local energy minimization (DEB-NEM) algorithms and
present them in two different versions: algebraic (matrix)
and frequency domains.

3.1. Matrix DEB-NEM algorithm

Recursive calculations based on the formulas (15) and (17)
result in the following algorithm:

1: Initialization: Y (9 and 97(‘0) =1;
2: Foreveryt =0,1,...
e Calculate the windowed signals Y,«(t), the weights

w (r,g) = 1150 - Y2 <) (19

S (Yj(t)) ,

e Calculate the group-wise "noisy" spectrums Qf(t),

and the windowed spectrums ég

€ KM, for all groups r;

the 3D spectrum estimates Q( ) using (14), updated
windowed 2D spectrum estimates 9 ; and the cor-

responding updated windowed signal estlmates Yr( ]
using the inverse transforms (15);

e Calculate the complexity | |Q$t) ||, of the group mod-
els and the weights

o _ N8N,

r - ; (20)
S /11957 I,
e Update the signal estimate Y (1) using (17)
YD — 1 1)

ATZ)o -y Z g Z wy (r)PFY L)

®=ATA)o?+p- Zngw J)PIP;

e Continue until convergence.

Each iteration of the presented algorithm can be treated
as composed from the three successive stages. These stages
are as follows: (1) grouping defined by the window (19),

(2) 3D collaborative approximation (filtering) of the im-
age distribution returning Q}/ “ s 957? j, Yitj), and (3) aggre-
gation (21) of the group-wise estimates Yﬁ; into Y (+1)
estimating the image distribution y.

The first two stages concern calculations of the spec-
trums QY< ) Q@, HT]- and the signals YA'SZ) These two
stages are 1dentlca1 to the corresponding staées in the hard-
thresholding basic BM3D algorithm. The third aggrega-
tion stages are essentially different in the BM3D and in
the proposed algorithms. The aggregation in the hard-
thresholding BM3D is performed by element-wise divi-
sion of the vector

YO=3"gON wlr)PIYY 22
- ;
by the elements of the weight-vector

diag Zg Zw

It is very different from the aggregation (21) where
actually we have a combination of the aggregation of the

r,j)P/'P 3. (23)

block-wise estimates Y . as well as the regularized in-
verse of the original blurred observation Z.

The complexity of the presented algebraic algorithm
is dominated by the complexity of the recursive procedure
(21) where the size of the matrix A is a main limiting fac-
tor. This algorithm can be used only for small size images:
in our experiments limited to 64 x 64.

3.2. Frequency domain DEB-NEM algorithm
First, let us rewrite (17) as a set of the linear equations
(ATA/o?+p- W) Y= (24)
ATZ )0+ Z Ir Z wh(r,j)PjTYm,
v j
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where W is given in (18), and solve this equations
with respect to Y using the recursive procedure

Yieiny =Y — (25)
ar[(ATAfo*+p W)Y () — ATZ /0 —p- Y,

Y= "0 wnlr )P/ ¥, k=1,..L.
T J

Second, assume that the blur kernel g in (1) is shift-
invariant separable with respect to the arguments = =
(xt,22), ie. g(z) = G(x')g(z?). Then, the convolution
u = (g * y) can be presented in the matrix form

U=G-Y. -GT, (26)

where U and Y are n x m matrices of the original and
blurred images and G is a Toeplitz matrix of the values of
g on the corresponding grid. The vectorization of (26)
gives the convolution in the matrix form used in (13),
where A is a structured Toeplitz matrix calculated using
the Kronecker matrix product A = G ® G. Then, the
discrete Fourier transform (DFT) can be used for calcula-
tion of the products with the matrix A with the following
replacements:

AT .7 = co(F"YF{GY" - F{Z}}), 27
ATA Y (= col(FH{|F{GY - F{Yir) }}),

where F{ -} and F~1{ -} are DFT and inverse DFT of
the corresponding variables, respectively.

In order to make this arguments leading to calcula-
tions using DFT more natural and straightforward, let us
assume that the convolution in (1) is circular. In this case,
the all matrix operations can be replaced by the equivalent
calculations in the frequency domain using the replace-
ment shown in (27).

Then, the algorithm (25) can be implemented without
variable vectorization for variables organized as image-
size matrices

Yoy =Y — (28)
Ot]g[fil{‘]:{GHz . .7'-{)/'(]@)}}/0'24—” . (W o Y'(k))_
FYFGY - F{Z}})o>—p Y], k=1,..,L,

where W = reshapen xm[diag{W}],
Y = reshape, ., [Y], and W o Y1) means the element-
wise product of two matrices.

The DEB-NEM algorithm is organized as it is pre-
sented in the previous section with the only difference that
the estimate Y (1) = reshape,, ., [¥ 1] is calculated
according to the imbedded recursive procedure (28): for
given g,, wy,(r, ), P;j, Y calculate Y *+1) according to
(28), where the initialization is given by Y(1) = y® and
the final estimate is Y (1) = V(4.

This algorithm is applicable for images of usual sizes,
in our experiments upto 512 x 512 pixels.

The convergence of the algorithm (25) depends on the
step-size parameter av;,. According to the well known the-
ory (e.g. [8]), the best geometrical convergence rate with

the parameter ¢ = (Gmax—0min)/ (@max+amin) is achieved
for & = 2/(@max + @min), Where amax and apyy, are the
maximum and minimum eigenvalues of the matrix
ATA)o? + - W.

For the circular convolution eigenvalues of the matrix
AT A can be calculated using DFT of the corresponding
functions as amax(ATA) = maxy, 1, |G(f1, f2)|* and
Amin(ATA) = min|G(f1, f2)|?. Then, the inequalities
for amax and a,;, are of the form

Amax S dmax = amax(ATA)/0'2 + /LIH&X(diag{W}),
Gmin > Gmin = afmin(flTaA)/o'2 + ,umlrl(dmg{W}L

with the step-size parameter « calculated as & = 2/(Gmax+
CALmin ) .

In our implementation of the algebraic and frequency
domain algorithms for calculation of the estimate Y and
the weight W we use the hard-thresholding part of BM3D
algorithm, where these variables are used for denoising.

4. SIMULATION EXPERIMENTS

In our experiments, we use 9 x 9 uniform kernel (box-
car) blur PSF. The noise is white zero-mean Gaussian with
blurred-signal-to-nose-ratio BSN R = 40 dB. The image
restoration is characterized by the values of PSN R and
ISNR.

4.1. Matrix DEB-NEM algorithm

For these experiments we exploit 64 x 64 fragments of the
test-images cameraman, lena, barbara. For initialization
(as initial guess) we use the estimates given by BM 3D
deblurring (DEBBM3D) algorithm [3]. Table 1 shows
PSNR and ISN R with the index 0 for the initial guess
and the PSN R and I.SN R values obtained after 10 itera-
tions of the DEB-NEM algorithm. These iterations give a
very valuable improvement varying from 1dB for barbara
and upto more than 3.5 dB for cameraman and lena .

The parameters of the algorithm are fixed as A /o = 10
and po = 1. The main goal of these experiments is to
check a potential of the proposed penalty function in the
deblurring problem. In these experiments the matrix A is
calculated assuming the circular convolution for blurred
images.

Table 1. Initial (DEBBM3D) PSNR and 1SN R values
given with the index 0 and final (DEB-NEM) after 10 it-
erations (in dB).

PSNR, PSNRy,

[ISN Ry [ISN Ry]
| cameraman ][ 23.02[7.18] [ 26.65[10.81] |
[ Tena [3081[641] [ 3435[9.95] |
[ barbara [252707.93] [ 2627[8.93] |

Visual improvement in imaging is illustrated in Fig. 1
and Fig. 2 for lena and cameraman images after 10 iter-
ations. The original image fragments and blurred noisy
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images are shown in Fig. 3 and Fig. 4 for /lena and cam-
eraman images respectively.

PSN R0= 30.81

PSNR 0= 34.35

L

Figure 1. Lena fragment: initialization and 10-th itera-
tions of DEB-NEM reconstruction.

PSNR0 =23.02 PSNR 0= 26.65

Figure 2. Cameraman fragment: initialization and 10-th
iterations of DEB-NEM reconstruction.

4.2. Frequency domain DEB-NEM algorithm

The frequency domain DEB-NEM algorithm works with
the circular convolution of the observed image and can be
used for large size images. Of course, using the imbedded
recursive algorithm (28) instead of the accurate inverse of
the matrix ® does not allow to exploit fully the ability
of the global penalty function. Nevertheless, simulation
experiments show that the algorithm is able to achieve es-
sential improvements in image restoration.

Some of the results are shown in Table 2. The indexes
of PSNR and ISN R are the numbers of iterations used
for image reconstruction. The second column corresponds
to the DEBBM3D algorithm used for initialization of the
DEB-NEM algorithm. The criterion values are denoted
as PSN Ry [ISN Ry]. Numbers in square brackets corre-
spond to /SN R. The results shown in third column are
given for 2 and 20 iterations of the DEB-NEM algorithm.

On default, the parameters of the algorithm are o =
1, A/o = 10 and the number of the embedded iterations
L = 100. For images cameraman, lena and boats the ad-
vantage of the proposed algorithm with respect to

PSNR =24.40

Figure 3. Lena fragment: true and blurred noisy images.

PSNR = 15.84

Figure 4. Cameraman fragment: true and blurred noisy
images.

DEBBMS3D is obvious with improvement for cameraman
about 0.6 dB after 2 iterations and with improvement about
1.0 dB after 20 iterations. The corresponding figures for
lena are about 0.5 dB after 2 iterations and with about .75
dB after 20 iterations. For boats the improvement is about
0.6 dB after 2 iterations and a bit more than 1 dB for 20
iterations.

The visual improvement is illustrated in Fig. 5 and
Fig. 6 where the DEBBM3D reconstructions and the re-
construction by the proposed algorithm after 20 iterations
are shown. It is seen in the set of images for camera-
man, that the DEB-NEM algorithm eliminates the artifacts
induced by DEBBM3D near the shoulder of cameraman
and tripod elements. Note that the grass and sky are not
so oversmoothed by DEB-NEM as in the DEBBM3D re-
construction.

A difference between the images obtained for /ena is
also in favor of the DEB-NEM algorithm. In particu-
lar, the /ena’s shoulder is smooth while the DEBBM3D
reconstruction shows quite visible artifacts/bands. The
eye’s and face of /ena are reconstructed much close to the
true image by the DEB-NEM algorithm than that is in the
DEBBM3D reconstruction.

The barbara test image appeared to be the most diffi-
cult for the proposed algorithm. The improvement is re-
duced to 0.12 dB after 2 iterations and to 0.19 dB after
20 iterations. It is obtained for the parameters of the algo-
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rithm po = 10, \/o = 5.

A very good performance is demonstrated for the bi-
nary chessboard test image with improvement about 4 dB
and 5 dB after 2 and 20 iterations, respectively. It is inter-
esting to note that in all these experiments PSN R (and
1SN R) are monotonically growing functions approach-
ing some limit values as a number of iterations becomes
larger.

Table 2. Initial (DEBBM3D) PSNR and 1SN R values
given with the index 0 and DEB-NEM after 2 and 20 iter-
ations (in dB).

PSNRy PSNR3 2
[ISN Ry] [ISN R3 20]
cameraman, 29.2 [8.4] 30.0, 30.7
2562 [9.2, 9.9]
lena, 5122 33.83 [7.99] 34.26, 34.65
[8.42, 8.81]
barbara, 5122 28.40 [5.91] 28.52, 28.59
[6.03, 6.10]
house, 2562 35.05[10.95] 36.61, 37.03
[12.50, 12.93]
boats, 5122 31.84 [8.48] 32.46, 32.89
[9.01, 9.53]
chessboard, 42.02 [30.21] 46.28, 46.80
1282 [34.47, 35.00]

In this comparative study we refer to the results given
by the DEBBM3D only, because as it is shown in [3] these
results are mainly the best in the field of image deblurring
algorithms.

5. CONCLUSION AND FURTHER WORK

The main results of this paper is a development of the de-
blurring algorithms based the nonlocal collaborative penalty.
The essentially nonlocal algorithms using the adaptive patch
matching are obtained by minimization of the energy cri-
terion. While these algorithms are from the class of non-
local means [9], [10] both of them are close relatives of
the BM3D denoising algorithm [1].

The experiments demonstrate a very good performance
of the proposed deblurring algorithms. It is a principal
point that these algorithms are able to improve the results
obtained by the DEBBM3D algorithm [3], which is cur-
rently one of the best algorithms in the field.

The following topics are further steps in the develop-
ment of the proposed variational approach to deblurring:

(1) Development of matrix inverse algorithms more
efficient than the frequency domain procedure (28);

(2) Selection of the threshold A and the weight 1 de-
pending on the PSF' and observations.
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Figure 5. Camereman test image: true (a), blurred noisy (b), DEB-NEM reconstruction after 20 iterations (c), DEBBM3D
reconstruction (d).

Figure 6. A fragment of lena test image: true (a), blurred noisy (b), DEB-NEM reconstruction after 20 iterations (c),
DEBBM3D reconstruction (d).
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