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ABSTRACT

This report describes our contribution to the Acoustic Scene Classification (ASC) task of the 2017 IEEE AASP DCASE challenge[1]. We apply an Autoencoder to capture the discriminative information underlying the audio. Then, a Logistic Regression model is employed to recognize different scenes under the compressed representation. In order to boost the performance, we train models based on different channels from the original recordings and simply apply majority voting method on the predictions. Our final system achieves 84.31% on a four-fold cross-validation setting, which outperforms the baseline system by 9.5%.

Index Terms— Acoustic Scene Classification, Autoencoder, Logistic Regression, Ensemble

1. INTRODUCTION

ASC is defined as automatically identifying the acoustic context from the recordings. Prevalent features include some speech inspired features like log mel-band energy[1] and MFCC[2, 3]. Besides, some feature learning algorithms like NMF and Sparse Coding are applied to learn intermediate and sparse representation[4, 5]. Then, classifiers like Support Vector Machine (SVM), Gaussian Mixture Model (GMM) and Neural Network (NN) are used to predict the scenes based on the features. Furthermore, ensemble techniques are utilized to boost the identification.

In this paper, we follow these steps and develop our own approach. We propose an Autoencoder model to learn a representation of the data. Then, a Logistic Regression model is employed to recognize different scenes under the compressed representation. Combining training steps of Autoencoder and Logistic Regression, our model captures more discriminative information and achieves better performances than training the two models separately. In addition, we fuse the models trained from different channels of the original audio and obtain a more robust model.

2. APPROACH

2.1. Constant-Q Transform

In our experiments, we apply Constant-Q Transform (CQT) to the audio (we use Yaafe[6] to extract this feature), as previous research has successfully applied in this task[5, 7]. The feature is extracted from the raw audio with 24 bins per octave from 98Hz to 22050Hz. Besides, the CQT kernels are aligned in the center of each frame. As the sample rate of the original recordings is 44100Hz and the hop size is set to 4096, the resulting feature of each recording could be written as a matrix with the size of 108 x 188, where 108 is the number of time frames and each frame has 188 frequency bands. To accelerate the training step of Neural Network, we normalize the spectrograms among the training set. For exploiting more temporal information of data, we concatenate five consecutive spectrograms into a vector with the hop size of one in each recording. Hence, we obtain a matrix with the size of 104 x 940.

2.2. Autoencoder

Autoencoder is a kind of Neural Network used to learn a representation of a set of data, especially for the purpose of dimensionality reduction. The reason we employ this technique is that we hope to generate low-dimensional and discriminative features from CQT instead of applying a classifier directly to the spectrograms. In our model, the structure of the network is simple and contains three layers. The hidden layer includes 256 nodes with relu activation, and no activation is used on the output layer. Given the concatenate spectrogram \(x \in \mathbb{R}^{940}\), the output of the middle layer can be expressed as follows:

\[
h = \max(W_1 x + b_1, 0)
\]

where \(h\) denotes the output of the hidden layer. Finally, the square reconstruction loss is used to train the Autoencoder model.

\[
L_1 = \sum_n ||x_n - (W_2 h_n + b_2)||^2
\]

2.3. Logistic Regression

A multinomial logistic regression is applied to learn a classifier. Given the compressed feature \(h\) of a frame, the posterior probability of a acoustic scene \(C_k\) is given by a softmax transformation of linear functions of \(h\), so that

\[
y_k = P(C_k|h) = \frac{\exp(w_{3,k}^T h + b_{3,k})}{\sum_j \exp(w_{3,j}^T h + b_{3,j})}
\]

where both \(W_3 = (w_{3,1} \ldots w_{3,M})^T\) and \(b_3 = (b_{3,1} \ldots b_{3,M})^T\) are parameters of the model (\(M\) is the number of category and equal to 15 in this case). Furthermore, the loss function for the classification problem could be defined as:

\[
L_2 = - \sum_{n,k} t_{n,k} y_{n,k}
\]

where \(t_n = (t_{n,1}, t_{n,2} \ldots t_{n,k})\) represents the label of the category and \(y_n = (y_{n,1}, y_{n,2} \ldots y_{n,k})^T\) indicates the predicted probabilities for each class. In the experiments, we consider the concatenate spectrograms in each recording as training samples and assign the label of the recording to all spectrograms. Then, when testing the data, the system sums up the predicted probabilities among the frames in each audio. The category with the maximum is the predicted acoustic scene.
2.4. Combination of training procedures

The aforementioned methods result in a model that could be used to identify the acoustic scene. However, instead of training the Autoencoder and Logistic Regression model separately, we try to combine the learning steps of Autoencoder and Logistic Regression together, see Figure 1. That is, the network has two outputs, and the gradients of them are both used in backpropagation. Experimental results show that in this way, the model could learn discriminative representations and achieves better performance than implementing the models separately, see Section 3.1. The global loss function $L$ takes the reconstruction loss and the classification loss into consideration, as follows:

$$L = L_1 + \alpha L_2$$

where $\alpha$ is a hyperparameter weighting the importance of the Autoencoder model. When $\alpha$ is equal to zero, the model degrades into a simple natural network, very similar to the model used in the baseline.

The model is implemented in Keras\(^1\). We apply the Adam optimization algorithm to the model with the learning rate of 0.001 and train the model for four epochs. As the features are normalized in the preprocessing, we find that several training epochs are enough to guarantee the convergence.

2.5. Model ensemble

Audio material often contains two channels of tracks, so do the recordings in the task. In our experiments, we extract CQT features from the channels respectively and the average channel. Then, for each channel, a neural network is trained to fit the data. Finally, the models are fused through voting method, as follows:

$$\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}$$

where TP is the number of correctly identified samples and FP is the number of misidentified samples.

We admit that our ideas are motivated by [8], which employed the similar technique and won the 1st place in the Acoustic Scene Classification task of DCASE 2016. Since it is very possible that some subtle acoustic signals are only captured by one channel, converting stereo audio into mono might lose lots of information and result in poor identification. Besides, we think that voting method is a good choice for fusing models, because it’s natural to assume that different channels contribute to recognition equally. On the contrary, modeling their differences with complicated ensemble methods might cause serious overfitting.

3. EXPERIMENTS

In this section, we design several experiments to verify the validity of our model. First, we investigate the influence of $\alpha$ on the result. Then, we combine the models trained from different channels and compare their performances. Finally, the experimental results and the submitted systems are presented.

3.1. Tuning the model

Fixed the hyperparameters like learning rate, we iterate $\alpha$ through $\{0.0, 0.2, 0.3, 0.5, 0.7, 0.8, 0.9\}$ and train the model. As shown in Table 1, with the increase of $\alpha$, the average precision shows a trend of growth (Note that when $\alpha = 0$, the model is exactly the same as a simple neural network). Especially, when $\alpha = 0.9$, the precision achieves 79.43%. Based on the observation, we set $\alpha = 0.9$ in the following experiments.

Besides, we also train the Autoencoder model and Logistic Regression model separately for comparison purposes. As shown in Table 1, combining the two models indeed outperforms utilizing the models separately. Such improvement might be due to the aggregation of the supervised learning and unsupervised learning. The supervised labels adapt the Autoencoder model to exploit information lying in data, and in the same time the intermediate representation contributes to learn a good classifier. We will apply this algorithm on other classification tasks and study this model thoroughly in the future.

3.2. Fusing the models

Then, we combine the models trained from different audio channels and compare their performances. Table 2 shows that mixing the models helps to improve the prediction. LR-M surpasses the simple models L-M, M-M and R-M, and especially fusing the three

\(^1\)https://keras.io/
models, LRM-M outperforms L-M, R-M and M-M by about 6% and achieves the highest accuracy among them. Such improvement is indeed promising and encouraging.

To learn the advantage of fusing models, we draw the confusion matrices of different models, see Figure 2. It is very interesting to find that, even though the simple models achieve similar precisions, they perform differently on specific acoustic scenes. For instance, L-M obtains higher accuracy on residential area than that of R-M. Meanwhile, L-M tends to wrongly recognize forest path as library, while R-M shows no such strong bias. Taking advantage of different models, the fusing model LR-M reduces the bias to some extent and achieves great performance; as shown in Figure 2 (c), some misclassified samples are rectified and the diagonal line becomes darker. Especially, regarding to park and residential area, the fusing model LR-M performs better than L-M and R-M. One may note that for some categories like car, LR-M actually becomes a bit worse. However, it turns out to be a better model overall.

### 3.3. Final submission

Table 3 shows the results of our approach on the development set. Our model achieves the average precision of 84.31%, outperforming the baseline system by 9.5%. Based on this model, we submit three results to the challenge. The first one is the prediction of the model trained on Fold 2, since it achieves the highest accuracy among the four folds. The second one averages the prediction of the four folds. That is, sum up the predicted possibilities for each scene and output the category with the maximum. The last one is the prediction of the model trained from the development set.

### 4. CONCLUSION

We have presented our system to the ASC task of 2017 IEEE AASP DCASE challenge. Our approach combines Autoencoder and Logistic Regression and obtains a robust model. In addition, fusing the models trained from different channels, our model exploits significant information underlying the audio and achieves good results.

---

**Mean Fold 1 Fold 2 Fold 3 Fold 4**

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.8431</td>
<td>0.8342</td>
<td>0.8764</td>
<td>0.8338</td>
</tr>
</tbody>
</table>

Table 3: Final result

---

2XU PKU task1 1
3XU PKU task1 2
4XU PKU task1 3

---

Figure 2: Confusion matrices of different models on Fold 1. The vertical axis represents the ground truth labels, and the horizontal axis indicates the predicted labels.
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