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Abstract—This paper proposes to use exemplar-based sparse representations for noise robust automatic speech recognition. First, we describe how speech can be modelled as a linear combination of a small number of exemplars from a large speech exemplar dictionary. The exemplars are time-frequency patches of real speech, each spanning multiple time frames. We then propose to model speech corrupted by additive noise as a linear combination of noise and speech exemplars, and we derive an algorithm for recovering this sparse linear combination of exemplars from the observed noisy speech. We describe how the framework can be used for doing hybrid exemplar-based/HMM recognition by using the exemplar-activations together with the phonetic information associated with the exemplars.

As an alternative to hybrid recognition, the framework also allows us to take a source separation approach which enables exemplar-based feature enhancement as well as missing data mask estimation. We evaluate the performance of these exemplar-based methods in connected digit recognition on the AURORA-2 database. Our results show that the hybrid system performed substantially better than source separation or missing data mask estimation at lower SNRs, achieving up to 57.1% accuracy at SNRs = 5 dB. Although not as effective as two baseline recognisers at higher SNRs, the novel approach offers a promising direction of future research on exemplar-based ASR.
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I. INTRODUCTION

For the last 30 years Automatic Speech Recognition (ASR) has been dominated by the use of Hidden Markov Models (HMMs) employing Gaussian Mixture Models (GMMs) to model the statistics of the acoustics [1]. The ASR performance of these systems, however, degrades substantially when speech is corrupted by background noise not seen during training. The reason for this is that the observed speech signal does no longer match the distributions derived from the training material.

There have been numerous approaches that aim at resolving this mismatch, such as normalisation or enhancement of the speech features [1], compensation of the acoustic models [2], [3] and the use of recogniser architectures that use only the least noisy observations [4], to name a few. Originally, most noise robustness techniques were based on strong stationarity assumptions about the underlying noise, but methods have been proposed that address non-stationary noise [5]–[8].

Recently, models based on sparse representations have gained considerable interest in signal processing. Sparse representations are representations that account for most or all information of a signal with a linear combination of only a small number of elementary signals, called atoms. The collection of atoms that is used is called a dictionary. In audio, sparse representations have been used for source separation by expressing a signal that is a mixture of multiple sources with a sparse representation, using a dictionary for each underlying source. That sparse representation is determined by finding the sparsest possible linear combination that describes the observed signal, using techniques best known from the fields of non-negative matrix factorisation (NMF) [9] and Compressed Sensing [10]. Reconstruction using parts of the dictionary pertaining to only a single source, results in an estimate of the underlying source [11]–[15].

Another application of sparse representations is pattern recognition. This is done by associating the dictionary atoms with class labels, and using the weights of the atoms in the sparse representation as evidence for the class of the observed signal. This approach has lead to state-of-the-art classification results in various fields, such as face recognition [16] and phone classification [17].

In this work, we investigate the effectiveness of combining these two approaches. Expressing noisy speech as a sparse linear combination of speech and noise dictionary atoms, we first determine the sparse representation. With the atoms in the speech part of the dictionary associated with speech labels, we can then use the weights of the speech part of the sparse representation to provide noise robust evidence for the identity of the underlying speech unit. Based on preliminary experiments in [18], [19], we propose to use this approach, dubbed sparse classification (SC) in earlier work [20], in a hybrid SC/HMM speech recogniser. Hybrid HMM systems are commonly used when replacing GMM-based modelling of the acoustics by alternative modelling techniques, such as neural network based systems [1].

In most speech applications of sparse representations, the dictionary atoms either consist of fundamental basis functions such as Fourier coefficients or wavelets, or are learned [11]–[14], [21]. In this work, however, we model signals as a sparse linear combinations of examples of that signal [16]. Thus, we model speech segments as a weighted linear combination of...
example speech segments, exemplars [15], [18], [22]. These exemplars are spectrographic representations of speech spanning multiple time-frames of speech (typically 50 to 300 ms). The use of exemplars to model speech is reminiscent of more traditional exemplar-based approaches to speech recognition [1], [23]. In those approaches, however, speech is represented by one or more exemplars that each individually have the smallest distance to the observed speech token, whereas in our framework, speech exemplars jointly approximate the observed speech.

The use of a speech dictionary containing exemplars as atoms has several advantages. First, the dictionary is relatively easy to construct by extraction of speech segments from a speech database. Second, it becomes computationally efficient to construct dictionaries with high-dimensional atoms that contain several frames of time context, which makes confusion between noise and speech atoms in less likely. Third, the dictionary can allow for very sparse representations if an observed speech segment closely resembles speech contained in the dictionary [22]. Finally, the use of exemplars makes the mapping from atoms to speech classes straightforward: Each time-frame in the speech exemplars is directly labelled with an HMM-state label, obtained by means of a forced alignment of the transcription on the training database using a conventional HMM-based recogniser.

In the SC approach, the weights of the linear combination of speech exemplars are used to provide a weighted sum of HMM-state scores for each frame in the observed speech. In order to investigate the effectiveness of the SC approach, we also use the exemplar-based sparse representations to apply two conventional robust ASR techniques. First, we extend the sparse representation-based source separation approach described earlier to allow the use of atoms that span multiple time-frames. We can then do feature enhancement, which aims at providing clean speech features which are recognised by a conventional, GMM/HMM-based ASR system.

Second, we use the exemplar-based sparse representations to apply a missing data technique (MDT) [4], [5]. In noisy speech, MDT distinguishes between features dominated by speech (‘reliable’ features) and features dominated by noise (‘unreliable’ c.q. ‘missing’). Discarding the unreliable features, speech recognition (using acoustic models trained on clean speech) is done on the incomplete data by imputation or marginalisation of the missing features. We create this reliable/unreliable labelling of noisy speech features by comparing the speech and noise estimates provided by our source separation result [24].

The main contributions of this work are twofold. First, we investigate the effectiveness of combining two techniques employing sparse representations, source separation and classification, and second, we investigate to what extent using dictionary atoms that span multiple frames is beneficial for sparse representation-based noise robustness techniques. We compare the recognition accuracies of the various approaches using material from the AURORA-2 database, which contains connected digits artificially corrupted by a number of different noises at several SNRs. In order to investigate the influence of using exemplars spanning multiple time-frames, we investigate recognition accuracy as a function of exemplar size. We compare the performance of the three exemplar-based approaches to a multi-condition trained recogniser and to a noise-robust MDT approach in which the reliability estimates are based on a harmonic decomposition of speech [25].

II. MODEL FOR NOISY SPEECH

A. Sparse representation of noisy speech

Speech signals are represented by their spectro-temporal distribution of acoustic energy, a spectrogram. The exemplar-based approaches proposed in this paper operate in the Mel-scale magnitude spectrogram domain, with the term magnitude referring to the square root of energy in a time-frequency element. The cepstral features used in conventional ASR systems are based on a (mostly logarithmic) compression of the magnitude values followed by a decorrelating cosine transform. In our framework, however, we use the magnitude values directly to simplify the additivity of speech and noise.

The magnitude spectrogram describing a clean speech signal is a $B \times T$ dimensional matrix $S$ (with $B$ frequency bands and $T$ time frames). To simplify the notation, the columns of this matrix are stacked into a single vector $s$ of length $E = B \cdot T$, so that the entry $S(b, t)$, with $1 \leq b \leq B$ and $1 \leq t \leq T$, corresponds to the entry $s(b + (t-1)B)$.

We assume that an arbitrary speech spectrogram $s$ can be expressed as a linear, non-negative combination of clean speech exemplars $a^s_j$, with $j = 1, \ldots, J$ denoting the exemplar index. These exemplars are magnitude spectrograms describing segments of speech signals extracted from a training database and are stacked in same way as was done to obtain $s$. We write:

$$s \approx \sum_{j=1}^{J} a^s_j x^s_j = A^s x^s \quad \text{subject to} \quad x^s \geq 0 \quad (1)$$

with $x^s_j$ being the non-negative weight or activation of each exemplar. In this paper, the superscript $s$ denotes speech, and the superscript $n$ will denote noise. The $J$ exemplars $a^s_1, a^s_2, \ldots, a^s_J$ are grouped into a speech exemplar matrix $A^s$ as $A^s = [a^s_1 a^s_2 \ldots a^s_J]$ and the activations stacked into $x^s$, a $J$-dimensional activation vector.

Previous research has shown that $x^s$ can be extremely sparse [22]. That is, only a few non-zero entries suffice to represent $s$ with sufficient accuracy. The activations are restricted to non-negative values, a restriction which has turned out to be critical in audio analysis algorithms employing magnitude spectrograms [12].

Like clean speech, we assume we can model a $B \times T$ dimensional noise spectrogram $N$, represented by the stacked vector $n$, as a linear combination of $K$ noise exemplars $a^n_k$, with $k = 1, \ldots, K$ being the noise exemplar index. We can now represent a noisy speech segment $Y$, reshaped into vector $y$, as a linear combination of both speech and noise exemplars:
\[
y \approx s + n \\
\approx \sum_{j=1}^{J} a_j \tilde{x}^s_j + \sum_{k=1}^{K} a_k \tilde{x}^n_k \\
= [A^a A^n] \begin{bmatrix} \tilde{x}^s \\ \tilde{x}^n \end{bmatrix} \quad \text{s.t.} \quad \tilde{x}^s, \tilde{x}^n \geq 0 \\
= A x \quad \text{s.t.} \quad x \geq 0
\]

where \( x^s \) is the activation vector of the noise exemplars and \( A^a \) is the matrix containing noise exemplars. The whole speech + noise exemplar dictionary matrix \( A \) has dimensionality \( E \times L \), where \( L = J + K \), and vector \( x \) contains the activations of the speech and noise exemplars. Since \( x \) is assumed to be sparse, and represents the noisy observation in terms of the exemplar activations, \( x \) is referred to as a sparse representation.

We normalise the dictionary rows so each frequency band has the same weight, and normalise the dictionary columns (corresponding to exemplars) because this has been found to produce slightly better results in source separation [14]. Normalisation is done by iteratively scaling each row and column so that its Euclidean norm equals unity. After normalisation, the norms of the columns equal unity, and the norms of the rows are approximately equal. During decoding, each noisy speech segment \( y \) is scaled using the frequency band normalisation applied to \( A \). Because the magnitude of the exemplar activations in \( x \) can vary, arbitrary speech levels and SNRs can be matched.

**B. Finding the activations**

In order to obtain the sparse representation \( x \), we search for linear combinations of exemplars which are able to represent the noisy speech \( y \) with the model \( A x \), while using only a small number of nonzero entries in \( x \). We give a visual example of this process in Fig. 1. The linear combination of exemplars is found by minimising the cost function:

\[
d(y, Ax) + ||\lambda \ast x||_p \quad \text{s.t.} \quad x \geq 0
\]

The first term measures the distance between the noisy observation and the model using function \( d \). The second term enforces sparsity by penalising the non-zero entries of \( x \) using the \( L_p \) norm of the activation vector, weighted by element-wise multiplication (operator \( \ast \)) of the vector \( \lambda = [\lambda_1 \lambda_2 \ldots \lambda_L] \). The activations of the exemplars are constrained to be non-negative.

We use the generalised Kullback-Leibler (KL) divergence for \( d \):

\[
d(y, \hat{y}) = \sum_{e=1}^{E} y_e \log \left( \frac{y_e}{\hat{y}_e} \right) - y_e + \hat{y}_e
\]

In source separation methods, the KL divergence has been found to produce better results than for example the Euclidean distance [12]. The statistical interpretation behind the minimisation of (6) can be found in [26].

We choose to control the sparseness used in the second term of (6) by the \( L_1 \) norm, which has been found to be effective in obtaining sparse solutions (cf. [10] and the references therein): 

\[
||\lambda \ast x||_1 = \sum_{l=1}^{L} \lambda_l .
\]

Unlike in most studies, where a single scalar weight is used to penalise all non-zero entries equally, we allow different weights for speech and noise exemplars in the dictionary. In pilot experiments, it was found that enforcing the sparseness of speech exemplars was very important. The reason for this is that the linear combination of exemplars is naturally sparse because an observed speech segment should ideally be represented only by exemplars pertaining to the same underlying speech unit [16]. Therefore, enforcing the sparseness of the speech exemplars results (albeit indirectly) in activation of exemplars which represent the same underlying speech unit as the observed speech segment. We do not make such assumptions about the corrupting noise and thus do not enforce the sparseness of the noise exemplars.

The cost function (6) is minimised by first initialising the entries of the vector \( x \) to unity, and then iteratively applying the update rule:

\[
x \leftarrow x \ast (A^T(y/(Ax)))./(A^T1 + \lambda).
\]

with \( \ast \) and \( ./ \) denoting element-wise multiplication and division, respectively. The vector 1 is an all-one vector of length \( E \). The derivation of (8) is given in appendix A.

**C. Sliding window approach for time-continuity**

Describing speech as a linear combination of exemplars is only feasible for relatively short signal segments. In this work, we consider segments with a duration of 50 to 300 ms. In order to decode utterances of arbitrary lengths, we adopt a sliding time window approach as in [18]. We first divide an utterance into a number of fixed-length windows, with the window length equal to the exemplar size \( T \). We then find a sparse representation for each window individually. Finally, depending on the noise robustness approach, the results for overlapping windows can be recombined and averaged.

Consider a noisy speech utterance \( Y_{utt} \) represented as a magnitude spectrum of size \( B \times T_{utt} \). We slide a window, a matrix of size \( B \times T \), through \( Y_{utt} \), using a window shift of \( \Delta \) frames. Thus, we obtain a sequence of windowed segments \( Y_1, \ldots, Y_W \), where \( W \) is the number of windows in the utterance. A graphical representation of this process can be found in Fig. 2.

The ratio of \( \Delta \) and \( T \) determines the degree to which subsequent windows overlap. Larger step sizes \( \Delta \) reduce computational effort, but might decrease representational accuracy. Throughout this paper, we keep the window shift constant at \( \Delta = 1 \) frame.

At each window position \( w \), the segment is reshaped into an observation vector \( y_w \) similarly as was done for speech and noise exemplars in section II-A. The index of the window position \( w \) ranges from 1 to \( W = T_{utt} - T + 1 \). The observation matrix \( \Psi \) of dimensions \( E \times W \) has the observations vectors \( y_1, \ldots, y_W \) as its columns.
Sparse classification, first introduced in [20] for the classification of isolated digits, was extended to enable the recognition of connected digits without added noise [18]. In [19] it was shown that the method can be extended to noise robust connected digit recognition, while the method was further refined in [27].

A. Calculating speech state likelihoods

Assuming a state-level labelling of each frame in the speech data used to construct exemplars is available, we can label each frame \( t = 1, \ldots, T \) in each speech exemplar \( a^n \) with a state label \( q_{j,t} \in [1, Q] \), where \( Q \) is the total number of states.

Using the frame-by-frame state labelling of the exemplars, we encode the labelling of each exemplar \( a^n \) with label matrix \( L_j \). \( L_j \) is a sparse, binary matrix of dimensions \( Q \times T \), the entries having values \([L_j]_{q,t} = \delta(q, q_{j,t})\), where \( \delta \) is the Kronecker delta function. The label matrix stores the temporal information of the states within an exemplar. Fig. 3 illustrates two examples of exemplars and their corresponding state label matrices.

Denoting the speech exemplar weights calculated for window \( w \) by \( x_{w,j}^s \), \( j = 1, \ldots, J \), we calculate state likelihood matrix \( L_w \) in window \( w \) as the weighted sum of exemplar label matrices as

\[
L_w = \sum_{j=1}^{J} L_j x_{w,j}^s
\]

The columns of \( L_w \) are denoted with vectors \( l_{w,t} \), \( t = 1, \ldots, T \). State likelihood estimates of frames from overlapping windows are combined by summing the likelihoods of the frames of all the windows in which they occur, taking into account the exact temporal positions of the frames.
or equal to zero. Since the state likelihoods are calculated by multiplication of the atom activations with the label matrix, spectrograms models silence with all exemplar weights close absence of speech energy, a sparse representation of magnitude realisations using the method described above. As silence is maximised total likelihood.

we use the Viterbi algorithm to find the state sequence that resulting likelihoods give rise to numerous insertion errors in silence is represented by all state likelihoods having a low areas where there was silence, for example at the begin and end of each utterance.

The combined state likelihood vector \( \mathbf{l}^{\text{utt}}_\tau \) for each frame \( \tau = 1, \ldots, T_{\text{utt}} \) is given as

\[
\mathbf{l}^{\text{utt}}_\tau = \min(T, \tau) \sum_{t = \max(1, \tau - T_{\text{utt}} + 1)} l_{\tau - t + 1, t} \tag{11}
\]

After obtaining the state likelihoods for the entire utterance, we use the Viterbi algorithm to find the state sequence that maximises total likelihood.

B. Silence likelihoods

In the sparse classification approach, the likelihoods of silence states cannot be reliably estimated from noisy utterances using the method described above. As silence is absence of speech energy, a sparse representation of magnitude spectrograms models silence with all exemplar weights close or equal to zero. Since the state likelihoods are calculated by multiplication of the atom activations with the label matrix, silence is represented by all state likelihoods having a low value. After frame-wise normalisation of the likelihoods, the resulting likelihoods give rise to numerous insertion errors in areas where there was silence, for example at the begin and end of each utterance.

In the approach used in this work, we modify the speech and silence likelihoods produced by SC to circumvent this problem. In a nutshell, we first measure the activity of speech from the speech and noise exemplar activations. This measure is used to change the balance between the existing speech and silence state likelihoods, effectively boosting the silence likelihoods when there is no speech activity. The complete procedure, based on preliminary work described in [27], is given in Appendix B.

IV. SPARSE REPRESENTATIONS FOR FEATURE ENHANCEMENT

As an alternative way to do noise robust ASR with the proposed exemplar-based framework, we use the sparse representations of speech and noise to estimate clean speech spectrograms, i.e., do feature enhancement. This is similar to source separation methods based on NMF [11]–[15], but the model is extended to deal with overlapping windows that span multiple frames.

Because of the use of a sliding window approach, the model (1) is obtained separately for each window \( w = 1, \ldots, W \), each of which consists of \( T \) frames. By denoting the spectrum vector of the \( t \)-th frame of speech exemplar \( j \) by \( \mathbf{a}_{j}^{t} \), the clean speech estimate \( \hat{\mathbf{s}} \) for the \( t \)-th frame of window \( w \) can be written as

\[
\hat{\mathbf{s}}_{w, t} = \sum_{j=1}^{J} \mathbf{a}_{j}^{t} x_{j, w}^{t} \tag{12}
\]

Likewise, the noise estimate \( \hat{\mathbf{n}} \) is given by

\[
\hat{\mathbf{n}}_{w, t} = \sum_{k=1}^{K} \mathbf{a}_{k}^{t} x_{k, w}^{t} \tag{13}
\]

For each frame \( \tau = 1, \ldots, T_{\text{utt}} \) of the utterance, the models pertaining to overlapping windows are summed to obtain the speech and noise models. Normalisation by the number of overlapping windows is omitted, since it is cancelled by the later processing stages. When the window position within the utterance and the frame position within a window are taken into account, summation in frame \( \tau \) results in the speech model

\[
\hat{\mathbf{s}}_{\tau} = \sum_{t = \max(1, \tau - T_{\text{utt}} + 1)}^{\min(T, \tau)} \hat{\mathbf{s}}_{\tau - t + 1, t} \tag{14}
\]

Similarly, we add the noise spectra in overlapping windows to get

\[
\hat{\mathbf{n}}_{\tau} = \sum_{t = \max(1, \tau - T_{\text{utt}} + 1)}^{\min(T, \tau)} \hat{\mathbf{n}}_{\tau - t + 1, t} \tag{15}
\]

The resulting frame-wise estimates are grouped into speech and noise spectrogram utterance matrices:

\[
\hat{\mathbf{S}}_{\text{utt}} = [\hat{\mathbf{s}}_{1}, \ldots, \hat{\mathbf{s}}_{T_{\text{utt}}}] \tag{16}
\]

\[
\hat{\mathbf{N}}_{\text{utt}} = [\hat{\mathbf{n}}_{1}, \ldots, \hat{\mathbf{n}}_{T_{\text{utt}}}] \tag{17}
\]

The reconstructed speech spectra could be used directly as an estimate of clean speech features, as was done in NMF-based source separation with dictionary elements which span only a single frame [13]. In our exemplar-based framework, we obtain better results (in terms of recognition accuracy at high SNRs) by using a time-varying filter

\[
\mathbf{h}_{t} = \hat{\mathbf{s}}_{t} / (\hat{\mathbf{s}}_{t} + \hat{\mathbf{n}}_{t}) \tag{18}
\]

and calculating the enhanced features in each frame as \( \mathbf{h}_{t}^{*} y_{t} \).

Unlike the reconstruction in (14), filtering the noisy spectra
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takes the residual into account, that is, the noisy speech energy not modelled by the linear combination of speech and noise exemplars. The filtering approach is commonly used in source separation systems based on a linear model, for example in [14], [28], and [15]. This feature enhancement approach is also analogous to Wiener filtering in the frequency domain [29].

V. SPARSE REPRESENTATIONS FOR MISSING DATA TECHNIQUES

The missing data technique (MDT) approach to robust speech recognition [4], [5] is known for its high accuracy at high SNRs and its ability for dealing with non-stationary noise types. MDT is built on the assumption that one can estimate—prior to decoding—which spectro-temporal elements in the spectrogram are reliable (i.e., dominated by speech) and which are unreliable (i.e., dominated by background noise). The clean speech information in the unreliable features is considered missing and speech recognition must be done with partially observed data.

To do this, we employ the so-called imputation approach [30] which handles the missing features by replacing them with Gaussian-dependent clean speech estimates during decoding [31]. The difference between the feature enhancement approach described in section IV and imputation of the features, is that the latter is potentially more powerful because the Gaussian-dependent imputation approach can use information on the hypothesised state and digit identities.

The reliability estimates of noisy speech features are referred to as a missing data mask. We use the exemplar-based sparse representation framework to obtain a missing data mask $M_{\text{utt}}$:

$$M_{\text{utt}}(b, \tau) = \begin{cases} 1 & \text{if } \hat{S}_{\text{utt}}(b, \tau) > \theta \text{ reliable} \\ 0 & \text{if } \hat{S}_{\text{utt}}(b, \tau) < \theta \text{ unreliable} \\ \end{cases}$$

with the spectro-temporal magnitude speech and noise estimates $\hat{S}_{\text{utt}}$ and $\hat{N}_{\text{utt}}$ from (16) and (17), respectively. The constant $\theta$ is an empirically determined SNR threshold.

VI. BASELINE RECOGNISERS

In this work, we compare the results obtained with the exemplar-based framework with two noise robust recognisers.

The first is a multi-condition trained recogniser: a standard GMM-based recogniser trained on a mixture of clean and noisy speech of various noise types and SNRs. As an additional noise robustness measure mean and variance normalisation was used. On AURORA-2, multi-condition recognisers employing mean and variance normalisation are known to achieve state-of-the-art performance, often outperforming much more sophisticated noise robustness techniques [32].

As a second baseline, we use a MDT-based recogniser employing the so-called harmonicity missing data mask [25]. In the harmonicity mask, the noisy speech signal is first decomposed in a harmonic and a residual part using a least squares fitting method. The harmonic energy is then used as an estimator of the clean speech energy and the residual as an estimator for the noise energy, for use in (19).

VII. EXPERIMENTS

In order to investigate the effectiveness of the exemplar-based framework, we compared the recognition accuracies of the various approaches described above using material from the AURORA-2 database. For each of the five methods (three exemplar-based methods, a baseline MDT-based recogniser and a multi-condition trained recogniser), we investigated word recognition accuracy as a function of SNR. For the exemplar-based approaches, we also investigated word recognition accuracy as a function of exemplar size.

A. Experimental setup

1) Recognition task: For our recognition experiments we used material from test set ‘A’ and ‘B’ of the AURORA-2 corpus [33]. The material we selected from test set A comprises 1 clean and 12 noisy subsets, with the noisy subsets containing four noise types (subway, car, babble, exhibition hall) at three SNR values, 15, 5 and −5 dB. From test set B, which contains four different noise types (restaurant, street, airport, train station), we selected the same SNR subsets. Each subset contains 1001 utterances, with each utterance containing one to seven digits ‘0-9’ or ‘oh’.

2) Finding sparse representations: Acoustic feature vectors used in the exemplar-based framework consisted of Mel frequency magnitude spectra: $B = 23$ frequency bands with centre frequencies starting at 100 Hz, using a Hamming window with a frame length of 25 ms and a frame shift of 10 ms.

The exemplar-based framework was implemented in MATLAB. The update rule (8) was run for 200 iterations which was enough to obtain solutions that had sufficiently converged. As in [19], the sparsity parameter was set to $\lambda = 0.65$ for speech exemplars and to $\lambda = 0$ for noise exemplars.

3) Dictionary creation: The speech and noise dictionaries were created in a two-step procedure which is repeated for each exemplar size $T \in \{5, 10, 20, 30\}$ frames. First, from each noisy utterance in the multi-condition training set two segments were selected of length $T$ by choosing a random offset. The segments were allowed to overlap and no effort was made to exclude silence frames from the exemplars. For these segments, rather than using the noisy speech directly, the underlying clean speech and noise originally used for creating the noisy speech were extracted from their respective spectrograms and added to the speech and noise dictionaries. This resulted in initial speech and noise dictionaries consisting of 16880 exemplars.

In the second step, we created the speech dictionary by randomly selecting 4000 exemplars from the set of 16880. Experiments (not shown) revealed that for this dictionary size,
the choice of a random subset from the initial dictionary did not influence recognition significantly. For the initial noise dictionary, we first removed exemplars pertaining to silence (corresponding to clean speech utterances in the multi-condition train set) and then selected 4000 noise exemplars from the remaining 13504 exemplars. Dictionary creation took place only once, and dictionaries are kept fixed throughout all experiments.

4) Speech recognisers: Two speech recognisers were used. The first, used only for the multi-condition trained baseline recogniser, is the HTK-based recogniser described in [33], for which the configuration scripts are included in the AURORA-2 distribution. The only modifications that were made were the use of the zeroth cepstral coefficient in place of the log-energy and the use of per-utterance mean and variance normalisation of the cepstral features.

All other experiments make use of the second recogniser, a MATLAB implementation of the HMM-based missing data recogniser described in [31]. The acoustic models, trained on the clean speech in the training set, consist of 11 whole-word models with 16 states, as well as an additional 3-state silence word, resulting in a $Q = 179$ dimensional state-space. Every state was modelled by a mixture of 16 Gaussians with diagonal covariances.

The recogniser performs per-Gaussian-conditioned imputation during recognition, guided by a missing data mask. As input the decoder requires log-compressed Mel-band magnitude spectra and their first and second time derivatives. During decoding, the spectral features are converted to PROSPECT features, an alternative to cepstral features [31] which is computationally more efficient for missing data imputation. Missing data masks for the first and second time derivatives of the (static) speech features were calculated by taking the first and second time derivatives of the missing data mask pertaining to static features (cf. [34]). The way the recogniser was used differs for the Missing Data Technique (MDT), Feature enhancement (FE) and sparse classification (SC) experiments:

- **MDT** The noisy magnitude features (described in Section VII-A2) were log-compressed, after which their first and second time derivatives were calculated. The missing data mask used for the missing data baseline is the harmonicity mask described in [25] with $10 \log_{10}(\theta) = -9$ dB. For the missing data mask provided by our exemplar-based framework, we determined $\theta$ for each exemplar size separately by maximising recognition accuracy on the multi-condition training set. Based on these experiments, $10 \log_{10}(\theta)$ was set to $\{-2, -1, 0, 0\}$ dB for exemplar sizes $T \in \{5, 10, 20, 30\}$, respectively.

- **FE** The estimated clean speech magnitude features were log-compressed, after which their first and second time derivatives were calculated. As a missing data mask a mask was used that labels all features reliable, thus ensuring no imputation is done. The original clean speech models were updated by single-pass retraining the acoustic models on the enhanced spectra of the clean speech training data. The single-pass retraining consisted of re-estimating the Gaussian means and covariances on the processed (enhanced) speech using the original Gaussian-mixture weights and the canonical transcription.

- **SC** The forced alignment of the clean speech training set with the canonical transcription, used for labelling the speech dictionary, was done using log-compressed magnitude features and their first and second time derivatives in combination with a missing data mask that labels all features reliable. During recognition, only the back-end of the recogniser was used in order to do Viterbi decoding.

B. Results

The speech recognition results from our experiments on AURORA-2 are displayed in Fig. 4. In each panel we display the results of the following methods:

- The multi-condition trained recogniser (M), described in [33], further augmented with mean and variance normalisation.
- The baseline MDT recogniser (I), described in [31].
- The missing data mask estimation (SMDT) approach with the mask derived from exemplar-based estimates of speech and noise, described in section V.
- The exemplar-based feature enhancement (FE) approach described in section IV.
- The exemplar-based sparse classification (SC) approach described in section III.

For clean speech, the top row in Fig. 4, we can observe that the MDT and FE methods achieve similar recognition accuracies as the MDT-baseline recogniser at 99.3%. Moreover, there is no significant difference between the use of different exemplar sizes for the SMDT and FE exemplar-based methods, with the possible exception of $T = 5$. The multi-condition recogniser has an accuracy of 98.4% and the SC method achieves at most 96.6% accuracy at $T = 10$. For other exemplar sizes SC achieves lower accuracies.

In the left panel of the second row of Fig. 4, corresponding to test set A, SNR = 15 dB, we can observe that the multi-condition recogniser at 97.8% and the SMDT method at $T = 10$ with 97.4% now outperform the other methods by a small but significant margin. For all exemplar-based methods, we can observe clear differences in accuracy between the exemplar sizes, with the best performance being obtained with $T = 10$. In the right panel of that row, corresponding to test set B, we can observe a different result. While the multi-condition recogniser still performs best with 97.8%, SC now performs second best with 93.7% at $T = 20$, followed by FE with 91.3% accuracy at $T=5$.

At SNR = 5 dB, displayed in the third row, most exemplar based methods now perform better than the MDT-baseline. The SC method performs second best after the multi-condition recogniser, with 88.7% accuracy at $T = 20$ for test set A. In the bottom row of Fig. 4, we can observe the results for SNR = 5dB. On test set A the SC method performs much better than all other methods, reaching 57.1% accuracy at $T = 30$. On test set B, the multi-condition recogniser performs best with 40.6% accuracy followed by SC at 37.0%.
All exemplar-based methods perform better than the MDT-baseline, although only by a small margin when using the SMDT method.

VIII. DISCUSSION

A. Clean speech

In the results of our experiments on clean speech, we observed that SMDT and FE methods delivered the same high recognition accuracies as the MDT-baseline recogniser. The high accuracies of the MDT-based systems are due to the estimated masks correctly identifying all features as reliable. Consequently, no features are imputed and the recogniser (which is trained on clean speech) obtains the same results as would have been obtained without missing data imputation.

In the feature enhancement (FE) method, the reconstructions of speech and noise results in a filter (cf. (18)) that leaves the original clean speech features mostly unchanged. While small differences in the resulting features could result in an accuracy loss, this is compensated by the retraining of the acoustic models (cf. section VII-A4).

The multi-condition trained recogniser achieves lower accuracies on clean speech because its speech model is optimised for noisy speech rather than clean speech. Sparse classification (SC) also achieves lower accuracies, but for a different reason. SC provides state likelihoods and thus is dependent on a sparse representation of speech that uses exemplars with the 'correct' underlying state identities. There are three issues that might play a role in the lower accuracies obtained with SC.

First, the exemplar dictionary is of limited size. Although exemplars from the dictionary can be linearly combined to describe the variation in the observations, the dictionary probably does not cover the entire acoustic space spanned by the complete training database. Increasing the size of the extracted dictionary can improve performance [18]. For maximising the performance, a more principled, possibly learning-based, method is probably needed to find a combination of exemplars which cover the entire training database. This topic is addressed in more detail in section IX-C.

The second issue could be the use of magnitude spectrum features. We tackled the problem of the large dynamic range of magnitude spectrum features by normalising the dynamic range of the features (cf. section II-B). In addition, we used the KL divergence rather than the Euclidean distance to give a more balanced weight to large and small magnitude values. However, it might be that even after these operations the distance measure neglects information in low-energy observations.

The final issue that might play a role is the presence of the noise dictionary when recognising clean speech. In clean speech, noise dictionary exemplars still get occasionally activated which can result in a less descriptive combination of speech exemplars. A principled approach to deal with this issue, as well as with the issue of silence balancing, would be to use machine learning techniques to learn the mapping from exemplar activations to likelihoods.

B. Noisy speech

In the presence of the additive background noise, all the exemplar-based techniques generally perform better than the MDT-baseline system. At the same time, the multi-condition recogniser employing mean and variance normalisation performs often better still, even at lower SNRs.

Of the exemplar-based methods, SMDT does worst, especially at lower SNRs. On test set B the SMDT approach often does not perform better than the MDT-baseline method. While the exemplar-based framework obtains a fairly accurate reconstruction of the clean speech spectra, the estimates of the noise spectra often contain residual speech. SMDT suffers from the presence of residual speech in the reconstructed noise spectra, because the reliable/unreliable classification depends on thresholding the difference between speech and noise spectra. The hard threshold makes the classification sensitive to small estimation errors. In addition, the empirically tuned threshold turns out to be dependent on the SNR level.

The sparse classification (SC) method clearly performs better than the other exemplar-based methods at SNRs $< 15$ dB. Especially at SNR $\sim 5$ dB SC achieves much higher accuracies, up to 57.1% with $T = 30$ for test set A. It is clear that SC does so well on noisy speech because the underlying states (and therefore digit identities) are captured by the exemplar activations themselves. The fact that the enhancement methods and the missing data mask approach achieve lower accuracies, suggests that in noisy environments it is harder to estimate noise-free spectrograms than to directly estimate the underlying state or digit identity.

C. Performance differences between test sets A and B

The results reveal a distinct difference in performance between test set A and B. The performance of all exemplar-based methods is worse on test set B. The difference is due to the fact that the noise dictionary contains the same noise types as those found in test set A. Especially for the SMDT method, the performance of which critically depends on the accuracy of the noise estimate, this has a detrimental effect. Surprisingly, the multi-condition trained recogniser, which is also trained on noises encountered in test set A, seems to be the most noise-robust method on test set B. An explanation for this result is found in the fact that the noises in test set B, although originating from different noise sources, have a similar average spectral content as those found in test set A [33]. The noise exemplars employed in SC, on the other hand, model the time structure of the noise and thus do not benefit from the similarity in average spectral content.

In order to study the influence of the noise match/mismatch in more detail, we performed an additional SC experiment on the full test set of AURORA-2 in which the real noise dictionary was replaced by a collection of completely artificial noise exemplars. These noise exemplars, first introduced in [35], consist of constant noise activity within a single frequency band for the duration of the exemplar. In other words, they are $B \times T$ dimensional all-zero matrices, with only one row (frequency band) having a non-zero, constant value. Thus, the total number of noise exemplars is only $B = 23$. In
Fig. 4. Recognition results per test set and SNR. Recognition accuracy is displayed on the vertical axes. Vertical bars around the maxima indicate 95% confidence intervals. In each figure we display the results of missing data mask estimation (SMDT), feature enhancement (FE) and sparse classification (SC). For each exemplar-based method, we display four bar graphs, corresponding to the four exemplar sizes $T \in \{5, 10, 20, 30\}$. The baseline recogniser employing missing data imputation (I) and the multi-condition trained baseline recogniser (M) are indicated by dashed and dotted lines, respectively. The left panel corresponds to recognition on test set A and the right panel corresponds to recognition on test set B. The top row corresponds with clean speech, the second with noisy speech artificially corrupted with noise at 15 dB. The third and final row correspond to 5 and -5 dB SNR, respectively. Note that the range of the vertical axis can differ between test sets A and B.
the experiment, all parameter settings and normalisation steps were kept the same as when using a real noise dictionary (cf. Sections II-A and VII-A).

In Fig. 5 the results of SC \((T = 30)\) with both real and artificial exemplars are shown, as well as the performance of the MDT baseline and multi-condition baseline recognisers. The results show a decrease in the accuracy on test set A, but an increase in accuracy on test set B. The decrease in accuracy on test set A might be an indication that the time structure of the noise types in test set A is more difficult to model with the artificial exemplars. The fact that the SC performance on set B increased, is another indication that in some sense the real noise exemplars model are overfitting the noise, resulting in a lack of generalisation.

Still, the results of this small experiment also show that while SC benefited from the match between noise dictionary and noises encountered in the noisy speech of test set A, the method can also provide noise robustness with —by definition mismatched— artificial noise exemplars.

### D. Effectiveness of Sparse Classification

From the discussions above it is clear that in its current form, SC does not yet reach high enough accuracies to be a replacement for GMM-based calculation of likelihoods, such as those that can be obtained with a multi-condition trained recogniser. At the same time, the results at low SNRs show the SC approach has potential, especially when there is some knowledge of the corrupting noises that can be present. The fact that at lower SNRs, it is harder to estimate noise-free spectrograms than to directly estimate the underlying state or digit identity, makes a strong case for using the SC-based likelihoods scores to improve noise robustness.

The SC framework presented in this work is, to the best of our knowledge, the first instance of using exemplar-based techniques for noise robust ASR. As such, it may serve as a starting point for exemplar-based ASR research. Being an exemplar-based technique, SC is quite different, and potentially more flexible, than model-based noise robustness methods.

In popular model-based compensation techniques such as parallel model combination (PMC) and Vector Taylor Series (VTS) approaches [3], [36], [37], the acoustic model is updated in each frame to account for the noise estimated to be present in that frame. In the end, however, the acoustic model still describes noisy speech, which can lead in a lack of discriminative power at lower SNRs. In the SC approach the noise and speech are separately modelled. The fact that the SC algorithm has the freedom of choosing any noise exemplar at any point in the utterance, without relying on any initial noise estimate, can make it more flexible. After all, any additional information on the noises that might be encountered in the utterance can simply be added to the noise dictionary on the fly.

Also, it is important to notice that the unfavourable comparison to the multi-condition baseline recogniser may very well be due to its lower performance on clean speech: It is likely that these lower accuracies propagated into the lower SNRs. Thus, improving the results at high SNRs may make SC a more viable alternative. In Section IX we discuss various options for improving the results. Preliminary research on one of the options discussed there, combination of SC and GMM-based likelihoods, has already revealed that 98.8% accuracy on clean speech is easily obtainable [38].

### E. Influence of using time-context

One characteristic of the exemplar-based representations presented in this work, is that they allow straightforward modelling of multiple frames of time-context. From the results, we can generally observe that longer exemplar sizes \((T = 20, 30)\) improve performance at lower SNRs, while at higher SNRs shorter exemplar sizes \((T = 5, 10)\) work better. The SMDT method is an exception, however, when considering its performance on test set B. The reason for this is probably that its performance, especially with larger exemplar sizes, is critically dependent on the exemplar size-dependent threshold value. These thresholds, tuned on the multi-condition set which contains the same noise types used in test set A, do not seem to generalise well, which causes shorter exemplar sizes to do better.

The reason for the better performance of longer exemplars at low SNR is that including more time context prevents confusion with noise exemplars, by imposing more constraints on the search for a sparse linear combination of exemplars. A similar result was found in [39], in which log-spectral exemplar-based representation were used for missing data imputation.

At the same time, using larger exemplars at higher SNRs decreases the accuracy because it becomes more difficult to accurately describe clean speech as a linear combination of such large exemplars. In [18] it was shown for clean speech, that for larger exemplar sizes a larger dictionary is needed to reach the same accuracies.

Another downside of using more time-context may be the more accurate modelling of noise. As pointed out in Section VIII-C, modelling the time-context of noise may reduce performance when there is a mismatch between the noise types in the dictionary and those encountered in the noisy speech. While arguable not a problem for source separation scenarios in which the characteristics of both sources are known, this is detrimental for noise robust ASR in which the corrupting noise type is often difficult to predict in advance.

We conclude that the use of exemplars spanning multiple frames of time-context is beneficial if the underlying sources are known. Based on these findings, it might be beneficial to combine multiple exemplar sizes into a single system: using smaller exemplar sizes to improve generalisation while longer exemplars more accurately model the time structure of known sources.

### F. Model complexity and computational effort

Because the exemplar-based methods use a dictionary that contains a large number of real speech spectrograms, the number of parameters needed to model the speech is larger than for the corresponding GMM model. In the GMM model, each GMM state is represented as a mixture of \(B\)-dimensional
mean and variance vectors for each Gaussian, resulting in $Q \times B \times G \times 2$ parameters, where $G$ is the number of Gaussians per state. In the recognisers used in this work, which also model the first and second time derivatives of the static features, this amounts to a model size of approximately $3.95 \times 10^5$ parameters. The dictionary of the exemplar-based methods contains a total of $L \times B \times T$ entries. This means the clean speech is modelled by approximately $4.6 \times 10^5$ to $2.76 \times 10^6$ parameters, depending on the exemplar size.

To roughly characterise the computational effort needed, we did a test of the running time of the SC and MDT-baseline method on a single core of a 64-bit machine with a Core 2 Quad Q6600 2.4 GHz processor. We tested the utterance ‘MIP_68385A’, taken from test set A, subway noise type, SNR -5 dB, which has a length of 182 frames (1.82 seconds of speech). For the baseline method, the average running time to obtain noise robust likelihoods was 8.6 seconds, of which 4.9 seconds were spent on missing data mask estimation, and 3.5 seconds were spent on imputation and Gaussian evaluation. The running times for the SC method are given in Table I. The average time spent on Viterbi decoding was a negligible 0.08 seconds.

From Table I we can observe that, depending on the exemplar size $T$, the SC method is a factor 5 to 15 slower than the baseline MDT method. At the same time we observe that the running time is completely dominated by the time spent on minimising update rule (8). This algorithm, fortunately, lends itself well to parallelisation and speedups of a factor 30 and higher using modern graphics cards have already been reported for similar problems [40].

### IX. Future Improvements and Extensions

#### A. Finding a better linear combination of exemplars

The successful application of the sparse representation-based methods hinges on the success with which a correct linear combination of exemplars can be found. That success, in turn, is largely dependent on the constraints placed on the minimisation in (6). Aside from the constraints currently used in SC, e.g. non-negativity, sparsity, and the use of exemplars that span multiple frames, there are several options for additional constraints.

While the current framework models time-context by using exemplars that span multiple frames, we do not explicitly model the fact that in addition to the absolute energy levels, modulations or changes in the speech energy carry also important information. In HMM-based recognisers, this is typically modelled by using derivative features. Since derivative features are simply a linear combination of the static features, they could be combined into the current framework by splitting them into a negative and positive part and stacking them with the current features. Such an approach has already been used in NMF-based source separation [41].

Another approach to add additional constraints would be to take the identity of the exemplars into account by using ‘group sparsity’ [42]. At any window position, only a limited number of digits (usually only one) can be present. The linear combination of speech exemplars, while sparse, may still consist, however, of exemplars pertaining to many more different digit identities. Rather than enforcing the sparsity of the linear combination itself, we can enforce the linear combination to be sparse between groups (different realisations of the same digit). This could increase the accuracy of the resulting sparse representation and would also result in sparser...
and thus better defined likelihoods.

As pointed out in Section VIII-A, another factor determining the success with which a sparse representation is found is the feature representation. In this work we employ magnitude domain features which allow for a simple formulation of additive noise and speech as a single sparse representation. As an alternative, it may be possible to allow speech exemplars to combine in the logarithmic domain, while at the same time allowing noise and speech to add in the magnitude domain. This will make cost function (6) more complex, however, and more research is needed to effectively minimise it.

B. Hybrid recognition using sparse classification

Aside from improving the underlying framework, a practical approach to improve the results of sparse classification, especially at high SNRs, would be to combine SC with conventional speech recognisers. Such a hybrid approach can take many forms. Using a ‘tandem’ approach [43], one could treat the likelihoods produced by SC as input features for a conventional GMM based recogniser, in order to ‘learn’ the proper mapping between the internal state representation of the HMM-based recogniser and the exemplar activations underlying SC. Such an approach would have the advantage that we can employ any low-dimensional representation of the exemplar activations, such as phone-based labelling.

A more principled approach would be to combine the information provided by the SC model with those provided by GMMs in a Dynamic Bayesian Network (DBN). In such a model, we can describe the joint probability of the GMM and SC likelihoods. Preliminary experiments on AURORA-2 with this approach, described in [38], showed that the DBN can have both the high performance at lower SNRs of SC while retaining the high performance at high SNRs as obtained by a GMM operating on cepstral features.

C. Large vocabulary speech recognition

The exemplar-based framework described in this work can be applied to large vocabulary speech without further adaptation, provided the speech can be represented as a sparse linear combination of exemplars. In [39] the sparsity of an exemplar-based representation on large vocabulary speech was investigated. It was shown that a dictionary consisting of randomly extracted exemplars can be used to sparsely represent large vocabulary spontaneous speech using no more than 30 exemplars at a time. Although in that work a logarithmic compression of the magnitude features was used (in combination with a Euclidean distance measure), the result gives confidence that at least in principle, exemplar-based sparse representations can be used for the representation of large vocabulary speech.

Still, a more principled approach toward the creation of an exemplar dictionary is probably required. An ideal exemplar-based speech dictionary should probably cover the full range of variation in speech phenomena. Random selection of exemplars ensures a good representation of the relative occurrence of speech phenomena, but in larger vocabulary tasks rare phones and pronunciations will easily be under-represented. Several alternatives are possible, such as ensuring that exemplars are selected from certain phonetic (or state) groups, clustering-based approaches or dictionary learning approaches [44].

Another issue is that in its current form, many exemplars are needed to provide shift invariance and cover variability in duration. An alternative for this is to modify the model to allow shift and duration invariance. Algorithms that can estimate the activations in such a model can be based on the convolutive NMF approaches described in [45] and [46].

X. Conclusions

We proposed the use of an exemplar-based framework in which noisy speech is modelled by a sparse linear combination of speech and noise exemplars. These exemplars consist of segments of speech or noise that span multiple time-frames, typically 50 to 300 ms. We proposed the use of the sparse classification method that uses such sparse representations to do hybrid exemplar-based/HMM decoding. The weights of the linear combination together with an HMM-state based labelling of the speech exemplars is used to feed noise robust HMM-state likelihoods to the Viterbi back-end of a conventional recogniser. Moreover, we described how the exemplar-based approach can be used as a source separation technique in order to do missing data mask estimation and feature enhancement.

We compared the sparse classification approach with the other exemplar-based approaches to noise robust recognition as well as a missing data based noise robust baseline recogniser and a multi-condition trained baseline recogniser. Results on the AURORA-2 database revealed that the sparse classification method outperformed the other exemplar-based methods at SNRs < 15 dB, achieving up to 57.1% accuracy at SNR=-5 dB. From this we concluded that at low SNRs, it is better to directly estimate the underlying state or digit identities from the sparse representation than to try to reconstruct a clean speech spectrogram.

When investigating the influence of using exemplars that include multiple frames of time-context, we found that in general, longer exemplars work better at lower SNRs. We concluded that the use of longer time-context is beneficial if the underlying sources are known, but that smaller exemplar sizes may be more effective for generalisation to unknown sources.

In comparison to the baseline recognisers, it was found that sparse classification only performed better at low SNRs. We discussed the various reasons for its lower performance on clean speech and outlined several promising ways for improving the performance of exemplar-based sparse representation methods in general, and sparse classification in particular. Future research is needed to establish the effectiveness of these strategies.

APPENDIX A

DERIVATION OF THE UPDATE RULE

This appendix describes the derivation of update rule (8), used for minimisation of the cost function (6). First, we rewrite Eq. (6) as:

\[ D \]
where $d$ is the KL divergence (7), $\mathbf{0}$ is an all-zero column vector of length $E$ and $\text{diag}(\lambda)$ is a diagonal matrix having the elements of $\lambda$ in the diagonal. The sum (20) can be written as $d(\mathbf{z}, \mathbf{Zx})$, with $\mathbf{z}^T = [\gamma^T \mathbf{0}^T]$ and $\mathbf{Z}_T = [\mathbf{A}^T \text{diag}(\lambda)]$.

For a function of this form an update rule was proposed in [9]:

$$
\mathbf{x} \leftarrow \mathbf{x} \ast (Z^T(z_0/\mathbf{ZX}))/\sum(Z^T).
$$

By substituting $z^T = [\gamma^T \mathbf{0}^T]$ and $Z^T = [A^T \text{diag}(\lambda)]$ in (21) we obtain update rule (8).

This update rule leads to non-increasing values of the cost function (20) as proven in [9]. While theoretically that does not ensure convergence to a stationary point [47], in our studies with real data we have observed that the algorithm converges sufficiently robustly.

**APPENDIX B**

**SILENCE BALANCING**

This appendix describes a method for modifying the original, potentially unreliable (cf. section III-B) ratio between speech and silence states. This is done through the use of a speech level estimate. This *speech activity* is calculated from the sum of speech exemplar activations per window:

$$
r_w = \sum_{j=1}^{J} x_{w,j}
$$

with $r_w$ the speech activity in window $w$. A frame level estimate $r_t$ is acquired by linear interpolation of $r_w$. $r_t$ is then normalised to the $[0, 1]$ range over the complete utterance, with 0 denoting silence and 1 the maximum observed speech level.

In order to obtain a steeper division between speech and silence regions, we then calculate the adjusted speech activity $\hat{r}_t$ by applying a shifted and scaled logistic function:

$$
\hat{r}_t = \frac{1}{1 + \exp(-\alpha r_t - \beta)}
$$

with the threshold level and steepness controlled by the parameters $\alpha$ and $\beta$.

At each frame, speech state likelihoods are multiplied by a single scalar so that their sum equals $\hat{r}_t$. Similarly, silence states are scaled together so that their sum equals $1 - \hat{r}_t$. Consequently, the original ratio between speech and silence likelihoods is replaced by one defined by $\hat{r}$, and the likelihoods in each frame sum to unity.

In practice, it was found that the parameters $\alpha$ and $\beta$ of the logistic function (23) are more stable when defined by a weight factor $\phi$, which describes the overall influence of speech states, and a width factor $\chi$, which represents the steepness:

$$
\alpha = \frac{1}{\chi}
$$

$$
\beta = \log \frac{1 - e^{\phi \alpha}}{e^{\phi \alpha} - e^{\alpha}}.
$$

The authors would like to thank Bert Cranen and Lou Boves for their help with the manuscript.

**REFERENCES**


