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In breast cancer screening, the radiation dose must be kept to the minimum necessary to achieve the desired diagnostic objective, thus minimizing risks associated with cancer induction. However, decreasing the radiation dose also degrades the image quality. In this work we restore digital breast tomosynthesis (DBT) projections acquired at low radiation doses with the goal of achieving a quality comparable to that obtained from current standard full-dose imaging protocols. A multiframe denoising algorithm was applied to low-dose projections, which are filtered jointly. Furthermore, a weighted average was used to inject a varying portion of the noisy signal back into the denoised one, in order to attain a signal-to-noise ratio comparable to that of standard full-dose projections. The entire restoration framework leverages a signal-dependent noise model with quantum gain which varies both upon the projection angle and on the pixel position. A clinical DBT system and a 3D anthropomorphic breast phantom were used to validate the proposed method, both on DBT projections and slices from the 3D reconstructed volume. The framework is shown to attain the standard full-dose image quality from data acquired at 50% lower radiation dose, whereas progressive loss of relevant details compromises the image quality if the dosage is further decreased.
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1 Introduction

Digital breast tomosynthesis (DBT) is becoming a major clinical tool for breast cancer screening. In a DBT exam, discrete 2D projections are acquired within a limited angle arc around the breast. The 2D projections are then processed to reconstruct slices of a 3D volume of
the breast, reducing limitations related to tissue overlap, commonly found in conventional 2D mammography.

In DBT, as in other x-ray imaging modalities, the radiation dose must be kept at the minimum necessary to achieve the desired diagnostic objective [1], thus minimizing the risks associated with cancer induction [2, 3]. However, decreasing the radiation dose also degrades the image quality, which can affect the radiologists’ performance when giving a diagnosis [4, 5, 6]. Thus, the trade-off between radiation dose and image quality must be carefully balanced.

A number of works have shown the potential of denoising at improving image quality in medical imaging, *e.g.*, for computed tomography (CT) [7, 8] and magnetic resonance (MRI) [9, 10, 11]. However, there are very few works exploring denoising for DBT. In [12], the authors proposed the application of a patch-based denoising algorithm to raw DBT projections. Another work investigated the application of denoising to the slices of reconstructed DBT volumes [13]. In recent work [14], our group has described a noise model for DBT projections that accounts for specific characteristics such as spatially-varying quantum gain, signal-dependent noise, electronic noise and pixel offset. Further, we have adopted this detailed noise model to propose an efficient denoising pipeline for DBT raw projections [15]. However, two main aspects limits the clinical usability of DBT images denoised by the abovementioned methods. First, the denoising introduces bias, typically in the form of smearing of singularities, which can be especially problematic for medical images. Second, denoised images lack the granular texture-like appearance typical of clinical images, and therefore are perceived as odd by the trained radiologists.

In this context, we here present a quantitative assessment of the above issues and we propose the combination of noisy and denoised low-dose DBT projections to recover the noise properties and visual appearance of a standard full-dose DBT image. Furthermore, the image combination decreases the bias introduced by the denoising process. The image combination is performed through a weighted average with weighting coefficients calculated based on the target noise characteristics. Other contributions of this work include the careful pre-processing of the quantum gain map, the use of a multiframe denoising algorithm, the description of a metric that evaluates bias and residual noise separately and the extensive validation performed not only on the projections, but also on the reconstructed slices.

2 Observation model

Let $z : X \times \Theta \rightarrow \mathbb{R}^+$ be an ensemble of DBT projections, where $X \subset \mathbb{Z}^2$ is the 2D set of pixel spatial coordinates spanning each projection and $\Theta \subset (-\pi, \pi]$ is a discrete set of projection angles. We model the observed pixels $z(x, \theta)$, $x \in X$, $\theta \in \Theta$, by the affine-variance model [14] which is based on the Poisson-Gaussian statistics of the system [16, 17] and links the expectation and variance of $z$ as

$$E\{z(x, \theta) | y(x, \theta)\} = y(x, \theta) + \tau,$$

(1)

$$\text{var} \{z(x, \theta) | y(x, \theta)\} = \lambda(x, \theta) y(x, \theta) + \sigma^2_E.$$

(2)

where $y > 0$ is a (unknown) noise-free signal proportional to the energy of the x-rays reaching the detector, $\tau > 0$ is a constant signal offset, $\lambda : X \times \Theta \rightarrow \mathbb{R}^+$ is the linear coefficient of the noise variance function, which can be attributed to the quantum efficiency and gain in the image formation, and $\sigma^2_E > 0$ is a constant component, representing the variance of the signal-independent electronic noise. Both $\tau$ and $\sigma^2_E$ are constant and common to each pixel, whereas $\lambda$ varies depending on the spatial coordinate $x$ and angle $\theta$. Hence, each pixel $z(x, \theta)$ may follow a different signal-dependent noise model.

Now, let us consider DBT projections $z_\gamma$ acquired using a lower current-time product, and therefore resulting in lower radiation dose, where $0 < \gamma < 1$ denotes the dose-reduction
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Figure 1: Flowchart of the proposed restoration pipeline. The input \( z_\gamma \) is an ensemble of low-dose DBT projections, whereas \( \hat{z} \) is an approximation of the standard full-dose DBT projections; \( \hat{z} \) is fed into a DBT reconstruction software to obtain 3D-volume slices. The numbers in parentheses indicate the corresponding subsections with details.
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Because the dose reduction is achieved exclusively by reducing the current-time product, reducing the dose by a factor \( \gamma \) is equivalent to scaling the noise-free signal \( y \) by the same factor [18]. Hence, the expectation and variance of \( z_\gamma \) are

\[
E \left\{ z_\gamma(x, \theta) \mid y(x, \theta) \right\} = \gamma y(x, \theta) + \tau,
\]

\[
\text{var} \left\{ z_\gamma(x, \theta) \mid y(x, \theta) \right\} = \gamma \lambda(x, \theta) y(x, \theta) + \sigma_E^2.
\]

Note that the signal-to-noise ratio (SNR) of \( z_\gamma \) is smaller than the SNR of \( z \). The SNR can be computed as the ratio between the squared expectation and variance of \( (z_\gamma(x, \theta) - \tau) / \gamma \), which equals \( \frac{\gamma y}{\lambda + \sigma_E^2 \gamma^2 \gamma^2} \) and which goes to zero with \( \gamma y \). This is a property common to various radiation-based imaging systems.

In this work we restrict the modeling of the image-formation process of the projections to the above equations, without attempting to express \( y \) as, e.g., the Radon transform of the 3D volume to be reconstructed. Accordingly, we treat the DBT reconstruction process as a black box and therefore we do not present an observation model for the reconstructed slices of the 3D volume. As a matter of fact (as we detail in Section 4.3), we utilize a commercial DBT reconstruction software whose algorithm is confidential and not available to us.

3 Problem formulation

The primary goal of this work is to obtain an approximation \( \hat{z} \) of the standard full-dose projections \( z \) by processing the low-dose projections \( z_\gamma \). Specifically, we desire that, in terms of expectation and variance, \( \hat{z} \) matches the model (1)-(2). As a secondary goal we also want that the slices of the 3D volume reconstructed from the processed projections \( \hat{z} \) are consistent with those reconstructed from the full-dose \( z \). The achievement of these goals is the premise for considering the proposed approach as a potential pre-processing stage in DBT so to obtain comparable image quality from lower-dose acquisition.

4 Methods

Figure 1 shows the proposed pipeline used to produce an approximation of the 3D-volume slices of the standard full-dose DBT. We first use the lower dose acquisition \( z_\gamma \) to compute the approximation \( \hat{z} \), which is eventually fed into a DBT reconstruction software to obtain the estimated 3D-volume slices. In this section we introduce and describe its main steps.
4.1 Noise removal

Since most of the filters available off-the-shelf are designed and optimized for the additive white Gaussian noise (AWGN) model, we adopt a variance-stabilization framework in order to enable the use of those available filters and thus make our pipeline more versatile. The typical variance-stabilization framework consists of three main steps: the noisy signal is first processed by applying a variance stabilizing transformation (VST) which produces a signal that can be treated as corrupted by AWGN; then, any filter for AWGN can be used to effectively attenuate the noise; finally, an inverse VST is applied to return the signal to its original range. The advantage of this framework is that it is independent of the particular choice of AWGN filter, so that any practitioner can easily adopt it in their system with their filter of choice. The VST framework is thus widely adopted and is shown to provide state-of-the-art restoration performance in various applications [19, 20, 21, 22, 23, 24, 25].

We detail next the adopted VST framework, which is appropriate for the observation model (3)-(4).

4.1.1 Variance stabilizing transformation (VST)

We stabilize the noise variance (4) of the set $z_\gamma$ of low-dose projections using the generalized Anscombe VST [26]:

$$
\bar{z}_\gamma(x, \theta) = \begin{cases} 
2 \sqrt{T[z_\gamma(x, \theta)] + \frac{3}{8}} & T[z_\gamma(x, \theta)] \geq -\frac{3}{8} \\
0 & T[z_\gamma(x, \theta)] < -\frac{3}{8}, 
\end{cases}
$$

(5)

where $T[z_\gamma(x, \theta)] = \lambda^{-1}(x, \theta) z_\gamma(x, \theta) + \lambda^{-2}(x, \theta) \sigma^2_{Z} - \lambda^{-1}(x, \theta) \tau$. Under a Poisson-Gaussian modeling of $z_\gamma(x, \theta)$, it can be shown that $\bar{z}_\gamma(x, \theta)$ is asymptotically Gaussian for large $y(x, \theta)$ and that in particular [26, 20]

$$
E \{ \bar{z}_\gamma(x, \theta) | y(x, \theta) \} = 2 \sqrt{T[E \{ z_\gamma(x, \theta) | y(x, \theta) \}]} + \frac{1}{8} + \mathcal{O}(y^{-1}(x, \theta)) ,
$$

(6)

$$
\text{var} \{ \bar{z}_\gamma(x, \theta) | y(x, \theta) \} = 1 + \mathcal{O}(y^{-2}(x, \theta)) .
$$

(7)

In practice, based on (7), the noise corrupting $\bar{z}_\gamma(x, \theta)$ is treated as standard Gaussian $\mathcal{N}(0, 1)$ in the denoising. However, comparing (6) with (5), we note a discrepancy of $\frac{1}{4} + \mathcal{O}(y^{-1}(x, \theta))$, which corresponds to bias introduced when taking expectations inside and outside of the non-linear square root function. This bias is ignored when assuming zero-mean noise in $\bar{z}_\gamma(x, \theta)$, and will thus be addressed and compensated after denoising in Section 4.1.3.

4.1.2 AWGN denoising: RF3D

Projections of an object (in this case a breast) at adjacent angles feature various similarities which can be exploited for denoising. Noting that the similarity between adjacent projections is comparable to the similarity between consecutive frames of a video, we consider the set of noisy projections as a de-facto video, and we use a video-denoising algorithm, namely RF3D [27], to denoise the ensemble of noisy projections $\bar{z}_\gamma$.

In this context, the first step of RF3D consists of subdividing $\bar{z}_\gamma$ into a multitude of partially overlapping spatio-angular subvolumes: for each square block within a projection, the algorithm finds the most similar blocks in adjacent projections, which are thus stacked along the angular dimension to build a subvolume. Each such subvolume is characterized by spatial intra-block regularity inherited by the local content of each projection, and by angular inter-block regularity due to the similarity between stacked blocks. Each subvolume is then decorrelated by a 3D transform and filtered by shrinkage of the transform spectrum. This step suppresses noise
because the spectrum is sparse by virtue of the two forms of regularity within the subvolume: most of the spectrum coefficients have low magnitude and contain mostly noise, whereas the signal of interest is captured by few large-magnitude coefficients. The shrinkage threshold is proportional to the noise standard deviation in \( \tilde{z} \), which is unitary as a result of the VST (5). Next, the filtered spectrum is inverse transformed, providing an estimate of the clean subvolume. Because of the overlap between subvolumes, we have multiple estimates for each pixel in the set of projections; therefore RF3D concludes with an aggregation step where these multiple estimates are averaged together using adaptive weights proportional to the sparsity of the respective subvolume spectra. In this way, RF3D produces an approximation \( d_\gamma = \Phi[\tilde{z}_\gamma] \) of the expectation \( E\{z\_\gamma|y\} \).

We refer the reader to [27] for further details and note that an implementation of this algorithm is publicly available.

### 4.1.3 Inverse VST

The denoised \( d_\gamma = \Phi[\tilde{z}_\gamma] \) is returned to its original intensity range by the exact unbiased inverse of the generalized Anscombe transform [20], producing a set of filtered projections \( \bar{\mathcal{d}}_\gamma \) which approximates \( E\{z\_\gamma|y\} \):

\[
\bar{\mathcal{d}}_\gamma(x, \theta) = \lambda(x, \theta) \left( \frac{1}{4} d^2_\gamma(x, \theta) + \frac{3}{2} d^{-1}_\gamma(x, \theta) - \frac{11}{8} d^{-2}_\gamma(x, \theta) + \frac{5}{8} \sqrt{\frac{3}{2} d^{-3}_\gamma(x, \theta) - \frac{1}{8} \frac{\sigma^2_E}{\lambda^2(x, \theta)}} + \tau \right) \tag{8}
\]

Specifically, this form of inversion compensates the bias discussed in Section 4.1.1, so that if \( d_\gamma = E\{\tilde{z}_\gamma|y\} \) then \( \bar{\mathcal{d}}_\gamma = E\{z\_\gamma|y\} \). Note that this form of inversion is publicly available for download at [20].

### 4.2 Noisy-denoised weighted average

As specified in Section 3, the aim of this work is to obtain a set of projections \( \hat{z} \) such that

\[
E\{\hat{z}(x, \theta) | y(x, \theta)\} = E\{z(x, \theta) | y(x, \theta)\} = y(x, \theta) + \tau, \tag{9}
\]

\[
\text{var}\{\hat{z}(x, \theta) | y(x, \theta)\} = \text{var}\{z(x, \theta) | y(x, \theta)\} = \lambda(x, \theta) y(x, \theta) + \sigma^2_E. \tag{10}
\]

To this end, we adopt a weighted average of the form

\[
\hat{z}(x, \theta) = w_\gamma(x, \theta) (z_\gamma(x, \theta) - \tau) + \bar{w}_\gamma(x, \theta) (\bar{\mathcal{d}}_\gamma(x, \theta) - \tau) + \tau, \tag{11}
\]

where \( w_\gamma \) and \( \bar{w}_\gamma \) are weights that depend both on the pixel position \( x \) and on the projection angle \( \theta \). Assuming that the denoising is ideally successful, i.e. \( \bar{\mathcal{d}}_\gamma(x, \theta) = E\{z_\gamma(x, \theta) | y(x, \theta)\} \), it trivially follows from (3) that setting

\[
\bar{w}_\gamma(x, \theta) = \gamma^{-1} - w_\gamma(x, \theta) \tag{12}
\]

yields (9). This substitution also results in \( \text{var}\{\hat{z}(x, \theta) | y(x, \theta)\} = w^2_\gamma(x, \theta) \text{var}\{z_\gamma(x, \theta) | y(x, \theta)\} \) for any choice of \( w_\gamma(x, \theta) \). Hence, to obtain (10), it suffices to set

\[
w_\gamma(x, \theta) = \sqrt{\frac{\text{var}\{z_\gamma(x, \theta) | y(x, \theta)\}}{\text{var}\{z(x, \theta) | y(x, \theta)\}}} = \sqrt{\frac{\lambda y(x, \theta) + \sigma^2_E}{\gamma \lambda(x, \theta) y(x, \theta) + \sigma^2_E}}. \tag{13}
\]

Note that the noise-free signal \( y \) is not available. Thus, in practice, we replace it in (13) by the estimate \( \hat{y}(x, \theta) = (\bar{\mathcal{d}}_\gamma(x, \theta) - \tau) / \gamma \).
4.3 DBT reconstruction

Projections were reconstructed into DBT slices using the commercially available reconstruction software Briona Standard v4.0 (Real Time Tomography, Villanova, PA). A general overview of this software is given in [28].

5 Materials & Experimental setup

The validation of the proposed method is performed by comparing the restored low-dose acquisitions to the standard full-dose acquisitions, both before and after the reconstruction process.

5.1 Materials

The clinical acquisitions used for this work were acquired by a Selenia Dimensions (Hologic, Bedford, MA) DBT system at the Hospital of the University of Pennsylvania. The system is equipped with an amorphous selenium (a-Se) detector that performs direct conversion of x-rays, therefore reporting minimally correlated noise [14]. The detector has a pixel pitch of 70 µm, with 2x2 binning, thus resulting in a 140 µm pixel pitch in the projections. The acquisition geometry consists of 15 projections, obtained at approximately uniform steps within a 15° arc around the breast, i.e. \( \Theta = \{ \theta_1 = -7.5^\circ, \ldots, \theta_{15} = 7.5^\circ \} \).

To allow repeated exposures of the same object, a 3D anthropomorphic physical breast phantom was used as the imaging object. The phantom was prototyped by CIRS, Inc. (Reston, VA), under the license from the University of Pennsylvania [29, 30]. It consists of six slabs, each containing simulated anatomical structures manufactured using materials that mimic the physical properties of the human breast tissue. The phantom simulates a 450 ml breast, compressed to 5 cm, with 17% volumetric breast density (excluding the skin).

In addition to the healthy breast anatomy, individual pieces of calcium oxalate (99%, Alfa Aesar, Ward Hill, MA) with different diameters were placed between slabs of the phantom to simulate microcalcifications. These microcalcifications were positioned in clusters, which are a common indicative of cancer development. Figure 2 shows an image of the phantom slabs. The red arrows indicate the location of the microcalcification clusters.

To estimate the parameters \( \tau, \lambda(x, \theta), \) and \( \sigma_E \), calibration images were acquired using a 4-cm thick polymethyl methacrylate (PMMA) uniform calibration phantom. This phantom is commonly used for uniformity tests by the medical physicists, and was available at the Hospital of the University of Pennsylvania.

The image acquisition was divided into two parts, both conducted on the same day, therefore avoiding any changes on the system calibration.

During the first part of the acquisition, images were acquired using the 3D anthropomorphic physical breast phantom. The phantom was positioned close to the posterior edge of the breast support; the compression plate was lowered to touch the material; at the central projection angle (\( \theta_8 = 0^\circ \)), the phantom slabs were parallel to the detector and perpendicular to the x-ray beam axis.

The automatic exposure control (AEC) was used for defining the standard full-dose radiographic parameters for this phantom: the machine estimates the optimal peak kilovoltage (kV\(_p\)) and current-time product (mAs) using information such as breast thickness and estimated density. The obtained parameters were 31 kV\(_p\) and 60 mAs.

The system was then used in manual mode for all the remaining acquisitions.

To obtain 100% (standard full dose), 50% (\( \gamma = 0.5 \)), 25% (\( \gamma = 0.25 \)), 15% (\( \gamma = 0.15 \)), and 5% (\( \gamma = 0.05 \)) of the standard full dose while maintaining the peak kilovoltage fixed at 31 kV\(_p\),
we set the current-time product to 60 mAs, 30 mAs, 15 mAs, 9 mAs, and 3 mAs, respectively. Ten realizations were acquired at each current-time product.

A separate set of ten full-dose (60 mAs) acquisitions of the phantom were averaged together to produce virtually noise-free projections, which we treat as ground-truth projections for the objective validation. These ground-truth projections were also used to reconstruct the ground-truth slices.

During the second part of the acquisition, calibration images were acquired using the uniform PMMA block. Ten realizations were acquired at each of the kV and mAs combinations adopted for the anthropomorphic phantom.

5.2 Metrics

Equations (1) and (3) show that projections acquired at different dose levels have different mean values. Thus, to allow the comparison against the ground-truth (obtained from standard full-dose acquisitions), all the processed projections are first mapped to the intensity range of the ground-truth. This is done by fitting affine functions which map pixel values from each of the low-dose projections to the corresponding pixel values in the corresponding ground-truth projection, as adopted in [31]. The same technique was applied to the reconstructed slices. This was done to allow direct comparison between images obtained from acquisitions at different dose levels and to make the error metrics robust with respect to systematic differences in pixel intensities.

The main metric used for validation is the mean normalized squared error (MNSE), which we compute as follows: first, for every pixel, we compute the normalized quadratic error as the squared difference from the ground-truth divided by the local contrast, defined as the variance of the ground-truth over a window of size 64×64 pixels; second, the MNSE is obtained as the average of the pixelwise normalized quadratic errors on the breast over the entire set of projections or slices. We adopted a normalized version of the MSE due to the high-dynamic range of the images. The normalization guarantees that regions with significantly higher or lower contrast are equally accounted by the metric. Furthermore, we decompose the MNSE into variance and squared bias portions. The rationale of separately analyzing variance and
Figure 3: Central ground-truth projection, corresponding binary mask, and central projection superposed by the binary mask. The nipple region has been magnified for better visual assessment.

bias within our pipeline is that the variance is informative about the similarity between the noise in restored and standard full-dose images, whereas the bias assesses the impact of the pipeline to the underlying signal and is indicative of systematic distortions such as smearing of details.

These metrics are calculated exclusively on the pixels inside the breast, ignoring the background. The inner region was selected by binary masks, generated by comparing the intensity of the ground-truth pixels to a threshold, followed by a morphological erosion operator; Figure 3 shows an example of these masks. The threshold has been chosen manually from the image intensity histogram, where background and foreground are well separated from each other.

We also measure the in-plane resolvability of singularities using the full width at half maximum (FWHM) of a microcalcification, as in [32]. The line profile of a selected microcalcification is taken from each of the ten realizations of the reconstructed in-plane slice. Next, the average profile is fitted using the sum of a Gaussian function, which represents the microcalcification, and a linear function, which represents the local background. The FWHM is then computed as

\[ \text{FWHM} = 2r \sigma \sqrt{2 \ln 2}, \]  

where \( \sigma \) is the standard deviation of the fitted Gaussian and \( r \) is the pixel size of the detector. Higher values of FWHM from a same structure indicate loss of resolution.

5.3 Projection alignment

Since each projection is slightly shifted vertically with respect to its adjacent projections (due to the acquisition geometry), before denoising we first align vertically each projection \( z_\gamma(\cdot, \theta) \), \( \theta \in \Theta \), to the first one \( z_\gamma(\cdot, \theta_1) \). This improves the denoising performance of RF3D because it increases the chances of successful block matching within a smaller search region and under stronger noise. We compute each vertical shift by finding the maximum of the vertical cross-correlation between two projections. After denoising, the projections are shifted back to their original position.

5.4 Parameter estimation

The noise parameters have been estimated as described in [14]. In particular, the signal offset \( \tau \) has been computed as described by the National Health Service Breast Screening Program (NHSBSP) in [33]. The signal-independent noise variance \( \sigma^2_E \) has been estimated using flat regions taken from each calibration set: since the noise variance (2) is affine, \( \sigma^2_E \) is the intercept of
the line fitting the mean-variance scatterplot computed from those flat regions. The coefficient \( \lambda(x, \theta) \) for the linear signal-dependent part of the noise has been instead estimated as

\[
\lambda(x, \theta) = S \left[ \frac{\hat{\sigma}^2(x, \theta) - \sigma_E^2}{\hat{\mu}(x, \theta) - \tau} \right],
\]

where \( \hat{\mu}(x, \theta) \) and \( \hat{\sigma}^2(x, \theta) \) are, respectively, estimates of the local signal mean and noise variances computed on a 32×32 sliding window over the calibration sets and \( S \) is a quadratic polynomial smoother applied for regularization. In Figure 4 we show the 1st, 7th, and 15th angular plane of \( \lambda \) estimated from the full-dose acquisition.

### 5.5 Implementation

The pipeline was validated using our MATLAB single-threaded CPU-based implementation. The total processing time was 17.3 (±0.3) minutes per DBT set (15 projections) on a 2.8-GHz Intel Xeon E3-1505M CPU. Note that most of the computational time arises from the RF3D denoising, as other processing steps are trivial in terms of computational cost.

### 6 Results

Figure 5 shows a magnified region of interest (ROI) with 256×256 pixels, for visual evaluation of the central projection at different noise levels. Note that the selected ROI contains a cluster of microcalcifications located on the right side, and that these microcalcifications are the hardest region of the dataset to recover. We study the behaviour of the proposed method on this ROI in order to consider the worst case scenario.

Figure 5(a) and Figure 5(e) show the ROIs taken from the input low-dose images at 30 mAs and 9 mAs, respectively. As expected, they are noisier than the standard full-dose acquisition in Figure 5(d). Figure 5(b) and Figure 5(f) show the ROIs taken from the denoised images. Note that Figure 5(b) and Figure 5(f) are denoised and do not contain any of the noise seen in the standard full-dose acquisition in Figure 5(d). Figure 5(c) and Figure 5(g) are the resulting approximations of the standard full-dose acquisition in Figure 5(d). A comparison between Figure 5(c) and Figure 5(d) shows that the combined image at 30 mAs (50% of the standard full dose) achieves visually similar results to the standard full-dose image. Meanwhile, the comparison between Figure 5(g) and Figure 5(d) (9 mAs, 15% of the standard full dose) shows that some details were lost during the restoration process, which indicates the limitations of the proposed method.
Figure 5: Magnified region of interest taken from the central projection (before reconstruction). For completeness, we also show the ROI from the ground-truth projection, although it plays no role for the visual validation: the goal is to approximate the 60 mAs full-dose image with the combined low-dose images.

Reconstructed DBT slices, parallel to the breast support, are obtained by feeding each noisy or processed set of projections to the reconstruction software. Note that no denoising or image combination is applied after reconstruction. Figure 6 shows a ROI with the same microcalcifications shown in Figure 5, but now taken from reconstructed slices. This 256×256 ROI is located in the phantom as illustrated in Figure 2. Figure 6(a) and Figure 6(e) show the ROI taken from the slices reconstructed from the noisy projections at 30 mAs and 9 mAs, respectively. Noteworthy, Figure 6(e) features lower contrast with respect to Figure 6(a). We hypothesize that these differences come from a change of behavior on the reconstruction software, due to the high levels of noise. The denoised and combined images shown in Figure 6(f) and Figure 6(g), respectively, yield improved contrast comparable to the contrast seen on the standard full-dose image shown in Figure 6(d). The comparison between Figure 6(c) and Figure 6(d) provide visual evidence that the pipeline was able to recover the quality of a standard full-dose image with minimal loss of sharpness, even when analyzed on the reconstructed domain. Some differences in image sharpness can be seen by analyzing the top calcification of the cluster, which has a sharper aspect in Figure 6(d) compared to Figure 6(c). On the other hand, if the pipeline is used to recover images acquired at extremely low dose there can be significant loss of sharpness of the calcifications, as in the case of Figure 6(g).

Cross-sections of the top calcification seen in Figure 6 is shown in Figure 7. The profiles show that the denoising of the projections degrades the contrast of the microcalcification within the DBT slice. However, the contrast is partly recovered after the weighted averaging. In particular, the DBT slices reconstructed from combined projections at 50% (30 mAs) yielded a profile similar to that from standard full dose.

Table 1 shows the MNSE as well as the decomposition into bias and variance, calculated both on the projections and reconstructed slices. Note that the combination of denoised and noisy images at half-dose (30 mAs) yielded images with similar bias and noise variance as the standard full-dose image. At lower dose levels (15 mAs, 9 mAs, 3 mAs), the approximations
Figure 6: Magnified region of interest taken from the in-plane slice (after reconstruction). For completeness, we also show the ROI from the reconstructed ground-truth slice, although it plays no role for the visual validation: the goal is to approximate the 60 mAs full-dose image with the combined low-dose images.

become coarse and the differences between expected and measured errors become more different.

Note that, as desired, the MNSE reports the same value as the sum between the bias squared and the variance. Furthermore, the overall errors increase as the radiation dose decrease. Individual analysis at each dose level show that the bias squared increases with the denoising process, while the variance decreases and achieve values close to zero. The combination between noisy and denoised images yield images with lower bias and higher variance compared to the denoised images. The goal of this work is to obtain combined images with errors of bias and variance comparable to the standard full-dose image, both on the projections and reconstructed slices.

The resolvability of singularities was analyzed using the FWHM of a microcalcification, as shown in Table 2. At 50% (30 mAs) dose, slices reconstructed from any of the three sets of projections feature FWHM values comparable to that achieved at the standard full dose (60 mAs). This indicates that the microcalcification was preserved during the entire pipeline. At further lower doses, the FWHM values progressively exhibit a significant deviation from the standard full dose (60 mAs). It is interesting to observe that the denoising per se does not degrade the FWHM while making the fitting more precise.

7 Discussion

Analysis of the noisy data prior to the restoration process shows that acquisitions at lower radiation levels indeed yielded images with lower quality. The differences can be visually appreciated in Figure 5 and Figure 6. The results presented in Table 1 and Table 2 also support this assertion. A simple analysis of the noise variance on the projections, presented in Table 1, shows that the errors due to noise approximately double when the radiation dose is decreased to half, which highlights that Poisson noise is a dominant degradation.
Table 1: Mean Normalized Square Error (MNSE) measured from projections (i.e. before DBT reconstruction) and slices (after DBT reconstruction). The MNSE is decomposed into squared bias and variance.

### Projections

<table>
<thead>
<tr>
<th>mAs</th>
<th>Metric</th>
<th>Noisy</th>
<th>Denoised</th>
<th>Combined</th>
<th>Standard Full Dose (60 mAs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>Bias²</td>
<td>1.99%</td>
<td>3.69%</td>
<td>2.15%</td>
<td>Bias² 1.97%</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>40.72%</td>
<td>1.27%</td>
<td>21.16%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MNSE</td>
<td>42.72% ± 0.29%</td>
<td>4.96% ± 0.02%</td>
<td>23.30% ± 0.14%</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Bias²</td>
<td>2.17%</td>
<td>4.14%</td>
<td>2.72%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>83.93%</td>
<td>2.15%</td>
<td>22.58%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MNSE</td>
<td>86.10% ± 0.37%</td>
<td>6.29% ± 0.06%</td>
<td>25.31% ± 0.14%</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Bias²</td>
<td>2.28%</td>
<td>4.47%</td>
<td>3.22%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>147.08%</td>
<td>2.92%</td>
<td>23.58%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MNSE</td>
<td>149.36% ± 0.35%</td>
<td>7.39% ± 0.09%</td>
<td>26.79% ± 0.17%</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Bias²</td>
<td>3.65%</td>
<td>7.05%</td>
<td>5.99%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>488.55%</td>
<td>8.68%</td>
<td>29.33%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MNSE</td>
<td>492.20% ± 0.97%</td>
<td>15.74% ± 0.22%</td>
<td>35.32% ± 0.24%</td>
<td></td>
</tr>
</tbody>
</table>

### Slices

<table>
<thead>
<tr>
<th>mAs</th>
<th>Metric</th>
<th>Noisy</th>
<th>Denoised</th>
<th>Combined</th>
<th>Standard Full Dose (60 mAs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>Bias²</td>
<td>0.18%</td>
<td>0.49%</td>
<td>0.17%</td>
<td>Bias² 0.12%</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>1.89%</td>
<td>0.50%</td>
<td>1.27%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MNSE</td>
<td>2.07% ± 0.03%</td>
<td>0.99% ± 0.02%</td>
<td>1.44% ± 0.02%</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Bias²</td>
<td>0.27%</td>
<td>0.72%</td>
<td>0.35%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>3.77%</td>
<td>0.88%</td>
<td>1.76%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MNSE</td>
<td>4.04% ± 0.04%</td>
<td>1.60% ± 0.03%</td>
<td>2.11% ± 0.03%</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Bias²</td>
<td>35.35%</td>
<td>1.02%</td>
<td>0.58%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>2.73%</td>
<td>1.27%</td>
<td>2.25%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MNSE</td>
<td>38.09% ± 0.36%</td>
<td>2.30% ± 0.02%</td>
<td>2.83% ± 0.04%</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Bias²</td>
<td>34.21%</td>
<td>2.41%</td>
<td>1.92%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>8.73%</td>
<td>3.32%</td>
<td>4.38%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MNSE</td>
<td>42.94% ± 0.50%</td>
<td>5.73% ± 0.05%</td>
<td>6.30% ± 0.06%</td>
<td></td>
</tr>
</tbody>
</table>
Figure 7: Cross-sections of the top calcification shown in Figure 6. The shaded areas show the min-max envelope over the ten realizations. The cross-sections were centered at the maximum of the microcalcification within the ground-truth in-plane slice; displacement is reported in pixels.

Table 2: Full width at half maximum (FWHM) calculated at the top calcification shown in Figure 6, at the in-plane slice.

<table>
<thead>
<tr>
<th>mAs</th>
<th>Noisy</th>
<th>Denoised</th>
<th>Combined</th>
<th>Standard Full Dose (60 mAs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.51 ± 0.07</td>
<td>0.55 ± 0.02</td>
<td>0.52 ± 0.06</td>
<td>0.54 ± 0.04</td>
</tr>
<tr>
<td>15</td>
<td>0.59 ± 0.07</td>
<td>0.60 ± 0.05</td>
<td>0.59 ± 0.05</td>
<td>0.54 ± 0.04</td>
</tr>
<tr>
<td>9</td>
<td>0.66 ± 0.16</td>
<td>0.60 ± 0.05</td>
<td>0.59 ± 0.06</td>
<td>0.54 ± 0.04</td>
</tr>
<tr>
<td>3</td>
<td>0.73 ± 0.26</td>
<td>0.59 ± 0.08</td>
<td>0.61 ± 0.13</td>
<td>0.54 ± 0.04</td>
</tr>
</tbody>
</table>

Next, the analysis of data obtained after denoising shows that it was able to remove virtually all noise. This is supported by visual analysis of the second column of ROIs shown in Figure 5 and Figure 6. The variance errors presented in Table 1 also indicate that the denoising was efficient at suppressing the noise, as the errors due to noise variance decrease drastically, reaching values close to zero.

Another important aspect related to the denoising is the larger bias when compared to the unfiltered data. The bias is mostly caused by the smoothing and smearing introduced by the denoising process. As the dose is decreased, the denoising becomes more aggressive and the bias increases, as observed throughout the experiments.

The combination between noisy and denoised projections resulted in images with noise statistics very similar to a standard full-dose acquisition. The similarity can be visually appreciated in Figure 5 and Figure 6. The FWHM for the combined images at 50% (30 mAs) of the dose reaches values close to that of the standard full-dose acquisition, indicating that the microcalcification was preserved during the restoration process. However, at doses lower than 50%, the restoration pipeline did not yield FWHM values comparable to that obtained at standard full dose. The objective measurements reported in Table 1 also supports that it is possible to approximate a standard full-dose DBT by denoising and processing a half-dose measurement.

The experiments on lower-dose acquisitions show the limitations of the proposed processing pipeline. Combined projections at 25%, 15% and 5% dose yielded considerably higher signal and noise errors than expected for a standard full-dose acquisition. This can be seen from the differences in MNSE, bias, variance, and FWHM. At those dose ranges, even though the denoising manages to recover part of the signal, important features are not resolved, making the images unsuitable for clinical use.
8 Conclusions and future work

Based on a comprehensive characterization of the noise statistics of DBT projections, in this work we proposed a processing pipeline meant to approximate a standard full-dose (60 mAs) DBT starting from a lower-dose acquisition. The pipeline includes a multiframe denoising step for suppressing the noise in the noisy lower-dose projections, and a weighted averaging step where the noisy and denoised projections are combined to generate an image with the target expectation and noise variance. The combined signal is then fed into a reconstruction algorithm, here used as a black box, that generates slices of the reconstructed DBT.

We applied the proposed restoration pipeline to DBT projections acquired at 4 different reduced dose levels (50%, 25%, 15%, and 5%), aiming at approximating a standard full-dose measurement. Two different metrics have been used to objectively assess the fidelity of these approximations. All experiments have been performed using real data acquired from a clinical DBT system. While we are able to generate a good approximation of the standard full-dose images from the 50% dose set, it is clear that approximations from acquisitions at doses 25% or lower bear no clinical value due to the loss of details in the reconstructed slices.

While we do not claim that the dose for clinical DBT examinations could be reduced to 50% without affecting the detection and characterization of lesions (this would require a separate study), in this work the results show that no significant differences can be measured between standard full-dose and restored acquisitions at 50% dose.

Although the system used in our experiments features a detector with minimal pixel crosstalk, this issue may be more prominent with other systems. Thus, it is worth emphasizing that the proposed pipeline is based on pixelwise observation models, a pixelwise VST, and pixelwise weighted averaging, which are directly compatible with data subject to crosstalk [34, 14]. The pipeline’s modular design (see Figure 1) allows to replace the AWGN denoising with filters for stationary non-white noise; notably, RF3D itself can cope with noise models more general than AWGN, including spatially (cross-talk) and temporally (fixed-pattern) correlated noise [27].

Future works include the addition of an image sharpening stage combined with the denoising. This could cope with the loss of high-frequency details which limited the performance of the restoration pipeline at 25% or lower doses. Furthermore, subjective reading tests should be performed with radiologists, to investigate the impact of the restoration pipeline on the detection and characterization of lesions.

MATLAB implementations of the RF3D denoising algorithm, and of the forward and inverse VSTs can be downloaded through the links provided by references [27] and [20], respectively.
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