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ABSTRACT
The removal of Poisson noise is often performed through the following three-step procedure. First, the noise variance is stabilized by applying the Anscombe root transformation to the data, producing a signal in which the noise can be treated as additive Gaussian noise with unitary variance. Second, the noise is removed using a conventional denoising algorithm for additive white Gaussian noise. Third, an inverse transformation is applied to the denoised signal, obtaining the estimate of the signal of interest.

The choice of the proper inverse transformation is crucial in order to minimize the bias error which arises when the nonlinear forward transformation is applied. We present an experimental analysis using a few state-of-the-art denoising algorithms and show that the estimation can be consistently improved by applying the exact unbiased inverse, particularly at the low-count regime.

1. INTRODUCTION

Poisson noise is characteristic of many image acquisition modalities. Its removal is of fundamental importance for many applications and particularly in astronomy and medical imaging. Although denoising algorithms specifically designed for Poisson noise have been proposed, often the removal of Poisson noise is performed through the following three-step procedure. First, the noise variance is stabilized by applying the Anscombe root transformation to the data. This produces a signal in which the noise can be treated as additive Gaussian noise with unitary variance. Second, the noise is removed using a conventional denoising algorithm for additive white Gaussian noise. Third, an inverse transformation is applied to the denoised signal, obtaining the estimate of the signal of interest.

This paper focuses on this last step and aims at identifying and emphasizing the role that the inversion plays in ensuring the success of the whole procedure.

In the recent years, variance stabilization has often been questioned as a viable method for Poisson noise removal because of the poor numerical results achieved at the low-count regime, i.e. for low-intensity signals. We show that this disappointing performance, showed in many earlier works (e.g. [8], [6]), is not due to the stabilization itself (i.e. to the forward transformation), but rather to the inverse transformation.

The choice of the proper inverse transformation is crucial in order to minimize the bias error which arises when the nonlinear forward transformation is applied. Both the algebraic inverse and the asymptotically unbiased inverse proposed by Anscombe [1] lead to a significant bias at low counts. In particular, the latter inverse provides unbiasedness only asymptotically for large counts while at low counts it leads to a larger bias than the former one.

We present an experimental analysis using a few state-of-the-art denoising algorithms and show that the results can be consistently improved by applying the exact unbiased inverse. In particular, the combination of BM3D [3] and the exact unbiased inverse outperforms some of the best existing algorithms specifically targeted at Poisson noise removal.

2. PRELIMINARIES

2.1 Poisson noise

Let $z_i, i = 1, \ldots, N$ be the observed pixel values obtained through an image acquisition device. We consider each $z_i$ to be an independent random Poisson variable whose mean $\lambda_i$ is the underlying intensity value to be estimated. In addition to being the mean of the Poisson variable $z_i$, the parameter $\lambda_i$ is also its variance:

$$E\{z_i | \lambda_i\} = \lambda_i = \text{var}\{z_i | \lambda_i\}.$$ (1)

Poisson noise can be formally defined as

$$\eta_i = z_i - E\{z_i | \lambda_i\},$$ (2)

thus, we trivially have $E\{\eta_i | \lambda_i\} = 0$ and $\text{var}\{\eta_i | \lambda_i\} = \text{var}\{z_i | \lambda_i\} = \lambda_i$.

2.2 Variance stabilization and the Anscombe transformation

The rationale behind applying a variance-stabilizing transformation is to remove the data-dependence of the noise variance, so that it becomes constant throughout the whole data $z_i, i = 1, \ldots, N$. Moreover, if the transformation is also normalizing (i.e. it results in a Gaussian noise distribution), we
can estimate the intensity values $y_i$ with a conventional de-
oising method designed for additive white Gaussian noise. Neither exact stabilization nor exact normalization are possible ([4], [5]), therefore, in practice, approximate solutions are employed.

One of the most popular variance-stabilizing transformations is the Anscombe transformation [1]

$$f(z) = 2\sqrt{\frac{3}{8}} \cdot \left( z + \frac{3}{8} \right).$$

(3)

Applying (3) to Poisson distributed data gives a signal whose noise is asymptotically additive standard normal.

The denoising of $f(z)$ produces a signal $D$ that can be considered as an estimate of $E[f(z) | y]$. We need to apply an inverse transformation to $D$ in order to obtain the wanted estimate of $y$. The direct algebraic inverse of (3) is

$$T_A(D) = f^{-1}(D) = \left( D + \frac{3}{8} \right)^2 - \frac{3}{8},$$

(4)

but the resulting estimate of $y$ is biased, because the nonlinearity of the transformation $f$ means we generally have

$$E[f(z) | y] \neq f(E[z | y]),$$

(5)

and, thus,

$$f^{-1}(E[f(z) | y]) \neq E[z | y].$$

(6)

Another possibility is to use the adjusted inverse [1]

$$T_B(D) = \left( D + \frac{3}{8} \right)^2 - \frac{1}{8},$$

(7)

which provides asymptotical unbiasedness for large counts. This is the inverse typically used in applications.

2.3 Exact unbiased inverse

While the asymptotically unbiased inverse (7) provides good results for high-count data, applying it to low-count data leads to a biased estimate, as can be seen e.g. in [8]. Provided a successful denoising (i.e. $D$ is treated as $E[f(z) | y]$), the key to solving this problem is to find the exact unbiased inverse of the Anscombe transformation $f$, i.e. to find an inverse transformation $T_C$ that maps the values $E[f(z) | y]$ to the desired values $E[z | y]:$

$$T_C : E[f(z) | y] \rightarrow E[z | y].$$

(8)

Since, for any given $y$, $E[z | y] = y$, the problem of finding the inverse $T_C$ reduces to computing the values $E[f(z) | y]$, which is done by numerical evaluation of the integral corresponding to the expectation operator $E$:

$$E[f(z) | y] = \int_{-\infty}^{+\infty} f(z)p(z | y)dz,$$

(9)

where $p(z | y)$ is the generalized probability density function of $z$ conditioned on $y$. In our case we have discrete Poisson probabilities $P(z | y)$, so we can replace the integral by summation:

$$E[f(z) | y] = \sum_{z=0}^{+\infty} f(z)P(z | y).$$

(10)

Further, since here $f(z)$ is the forward Anscombe transformation (3), we can write Eq. (10) as

$$E[f(z) | y] = \sum_{z=0}^{+\infty} \left( \sqrt{z + \frac{3}{8}} \cdot \frac{y^2e^{-y}}{z!} \right).$$

(11)

In practice, it is sufficient to compute (11) for a limited set of values $y$: for arbitrary values of $y$ we use linear interpolation based on these computed values of (11), and for large values of $y$ we approximate $T_C$ by $T_B$.

A Matlab function implementing the exact unbiased inverse transformation $T_C$ is available online at http://www.cs.tut.fi/~foi/invansc.

Figure 1 shows the plots of the inverse transformations $T_A$, $T_B$ and $T_C$. We see that at low counts the asymptotically unbiased inverse actually leads to a larger bias than the algebraic inverse; this is also explicitly illustrated in Figure 2.
3. EXPERIMENTS

Our experiments are done in the same way as in [8] in order to produce comparable results; the authors of [8] also kindly provided us with their set of test images (all of them 256x256 in size). The same simulation scenario was used also in [6].

We proceed as follows: First we apply the forward Anscombe transformation (3) to a noisy image. Then we denoise the transformed image (assuming additive white Gaussian noise of unit variance) with either BM3D [3], SAFIR [2] or BLS-GSM [7], and finally we apply the exact unbiased inverse in order to get the final estimate. We evaluate the performance by using normalized mean integrated square error (NMISE), which is calculated using the formula

\[ \frac{1}{N} \sum_{j=0}^{N} \left( \hat{y}_i - y_i \right)^2 / y_i, \]  

(12)

where \( \hat{y}_i \) are the estimated intensities, \( y_i \) the respective true values, and the sum is computed over the \( N \) pixels in the image for which \( y_i > 0 \). For each image this procedure is performed five times, each time with a different realization of the random noise. The obtained NMISE values are finally averaged over these five replications.

The same experiments are also done for the asymptotically unbiased inverse (7), whose results serve as a point of comparison.

The numerical results of our experiments are presented in Table 1, where we also compare them to the results obtained with the PH-HMT and MS-VST algorithms proposed in [6] and [8], respectively. Both of these algorithms are specifically targeted at Poisson noise removal, and both of them have produced state-of-the-art results. In addition, we have included the results obtained in [8] with the asymptotically unbiased inverse Anscombe transformation combined with various undecimated wavelet transforms (here collectively denoted as WT). Table 1 shows not only that the exact unbiased inverse produces significantly better results at low counts than the asymptotically unbiased inverse, but also that the method is competitive with both PH-HMT and MS-VST. In particular, the combination of BM3D and the exact unbiased inverse outperforms both of them in terms of NMISE.

Figures 3-7 illustrate the improvement that is achieved (especially at low counts) by applying the exact unbiased inverse instead of the asymptotically unbiased inverse, while Figures 8-10 compare the different algorithms for the denoising of the Ridges, Barbara and Cells images (the exact unbiased inverse combined with BM3D, SAFIR and BLS-GSM, and the best MS-VST result from [8]). In addition, we present a chosen cross-section (i.e. one row) of each test image in Figure 11. These plots also clearly demonstrate that at low counts the exact unbiased inverse provides a significant improvement over the asymptotically unbiased inverse, while at high counts the difference is expectedly negligible.

4. DISCUSSION AND CONCLUSIONS

In this paper we showed that the three-step procedure of first stabilizing the noise variance by applying the Anscombe transformation, then denoising with an algorithm designed for Gaussian noise, and finally applying an inverse transformation, can still be considered a viable approach for Poisson noise removal. In particular, the poor performance of the asymptotically unbiased inverse at low counts can be overcome by replacing it with the exact unbiased inverse. Further, when combined with a state-of-the-art Gaussian denoising algorithm, this method is competitive with some of the best Poisson noise removal algorithms, such as PH-HMT [6] and MS-VST [8]. While most of the improvement is due to the exact unbiased inverse, the choice of the denoising algorithm does also matter, and in particular BM3D consistently outperforms the other methods considered here.

In this paper we contemplated only imaging, but it is worth noting that the same procedure can be applied to data of any dimension, including 1-D signals and volumetric data.
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Table 1: Average NMISE values for the asymptotically unbiased inverse and the exact unbiased inverse, and a comparison to the results obtained in [6] and [8] with algorithms specifically designed for Poisson noise removal. The intensity range of each image is indicated in brackets.

<table>
<thead>
<tr>
<th></th>
<th>Asymptotically unbiased inverse</th>
<th>Exact unbiased inverse</th>
<th>Other algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spots [0.03, 5.02]</td>
<td>2.34</td>
<td>1.7395</td>
<td>1.7495</td>
</tr>
<tr>
<td>Galaxy [0.5]</td>
<td>0.15</td>
<td>0.1025</td>
<td>0.1110</td>
</tr>
<tr>
<td>Ridges [0.05, 0.85]</td>
<td>0.83</td>
<td>0.7018</td>
<td>0.7252</td>
</tr>
<tr>
<td>Barbara [0.93, 15.73]</td>
<td>0.26</td>
<td>0.0880</td>
<td>0.1178</td>
</tr>
<tr>
<td>Cells [0.53, 16.93]</td>
<td>0.095</td>
<td>0.0660</td>
<td>0.0683</td>
</tr>
</tbody>
</table>

Figure 3: (a) Original Spots image (intensity range [0.03, 5.02]), (b) Poisson-count image, (c) image denoised with BM3D and the asymptotically unbiased inverse (average NMISE = 1.7395), (d) image denoised with BM3D and the exact unbiased inverse (average NMISE = 0.0365).

Figure 4: (a) Original Galaxy image (intensity range [0, 5]), (b) Poisson-count image, (c) image denoised with BM3D and the asymptotically unbiased inverse (average NMISE = 0.1025), (d) image denoised with BM3D and the exact unbiased inverse (average NMISE = 0.0299).
Figure 5: (a) Original Ridges image (intensity range [0.05, 0.85]), (b) Poisson-count image, (c) image denoised with BM3D and the asymptotically unbiased inverse (average NMISE = 0.7018), (d) image denoised with BM3D and the exact unbiased inverse (average NMISE = 0.0128).

Figure 6: (a) Original Barbara image (intensity range [0.93, 15.73]), (b) Poisson-count image, (c) image denoised with BM3D and the asymptotically unbiased inverse (average NMISE = 0.0880), (d) image denoised with BM3D and the exact unbiased inverse (average NMISE = 0.0880).

Figure 7: (a) Original Cells image (intensity range [0.53, 16.93]), (b) Poisson-count image, (c) image denoised with BM3D and the asymptotically unbiased inverse (average NMISE = 0.0660), (d) image denoised with BM3D and the exact unbiased inverse (average NMISE = 0.0649).
Figure 8: Ridges denoised with (a) BM3D and the exact unbiased inverse (average NMISE = 0.0128), (b) SAFIR and the exact unbiased inverse (average NMISE = 0.0173), (c) BLS-GSM and the exact unbiased inverse (average NMISE = 0.0332), (d) MS-VST + ridgelets (average NMISE = 0.017) [8]. The original and noisy images are shown in Figure 5.

Figure 9: Barbara denoised with (a) BM3D and the exact unbiased inverse (average NMISE = 0.0880), (b) SAFIR and the exact unbiased inverse (average NMISE = 0.1178), (c) BLS-GSM and the exact unbiased inverse (average NMISE = 0.1123), (d) MS-VST + curvelets (average NMISE = 0.17) [8]. The original and noisy images are shown in Figure 6.

Figure 10: Cells denoised with (a) BM3D and the exact unbiased inverse (average NMISE = 0.0649), (b) SAFIR and the exact unbiased inverse (average NMISE = 0.0671), (c) BLS-GSM and the exact unbiased inverse (average NMISE = 0.0707), (d) MS-VST + curvelets (average NMISE = 0.078) [8]. The original and noisy images are shown in Figure 7.
Figure 11: Cross-sections of the images denoised with BM3D. For Barbara and Cells the intensities are large enough for the two inverses to practically coincide.