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Abstract—This paper proposes two digital receiver (RX) linearization and I/Q correction solutions, where an additional reference RX (ref-RX) chain is adopted in order to obtain a more linear observation, in particular, of the strong incoming signals. This is accomplished with reduced RF gain in the ref-RX in order to avoid nonlinear distortion therein. In digital domain, the signal observed by the ref-RX is exploited in linearizing the main RX. This allows combining the sensitivity of the main RX and the linearity of the lower-gain ref-RX. The proposed digital processing solutions for implementing the linearization are feed-forward interference cancellation and nonlinearity inversion, which are both adapted blindly, without a priori information of the received signals or RX nonlinearity characteristics. The linearization solutions enable flexible suppression of nonlinear distortion stemming from both the RF and analog baseband components of different orders. Especially wideband multi-carrier RXs, where significant demands are set for the RX linearity and I/Q matching, are targeted. Using comprehensive RF measurements and realistic base-station scale components, an RX blocker tolerance improvement of 23 dB and weak carrier signal-to-noise-and-distortion ratio gain of 19 dB are demonstrated with combined linearization and I/Q correction.
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I. INTRODUCTION

WIDEBAND multi-carrier or multi-channel direct-conversion receivers (DCRs) are becoming increasingly popular while the cost and size of a single receiver (RX) chain are dropping due to advances in circuit design and underlying process technologies. Also multi-operator and/or multi-technology scenarios, where signals of multiple operators and potentially of multiple radio access networks are all received simultaneously with a single wideband RX hardware are becoming more common. In such conditions, the power range of the strong and weak carriers inside, e.g., 100 MHz reception band, can be up to 60–70 dBs [1]–[3]. This is especially emphasized in future ultra-dense networks [4], where the strong, blocking mobile transmitters can be in very close proximity of the base-station (BS) RX [3] while the weak carriers are received through multiple shadowing obstacles. This sets stringent requirements for the RX linearity. Improving the linearity by analog means is challenging, especially with strict limitations for the design and implementation costs, circuit size and power consumption [5]–[7]. However, the requirements for analog hardware can be effectively alleviated by means of digital signal processing (DSP) [8]–[13]. This allows the received signal quality to be enhanced after the analog RX with digital post-processing solutions.

A widely-adopted DCR [5], [14] is illustrated at conceptual level in Fig. 1, where the most important nonlinear distortion and mirror-frequency interference (MFI) sources are highlighted. To reflect the overall distortion characteristics as accurately as possible, the nonlinear distortion modeling in this paper covers arbitrary-order nonlinearities both in the RF as well as the baseband (BB) components. In addition to the actual nonlinear distortion products, MFI components are induced by the in-phase/quadrature (I/Q) mismatches of the down-converting mixers and other analog components in the BB I and Q rails [8]. Hence, to account for all these distortion products, we derive the overall nonlinear behavioral model for the RX, employing elementary nonlinear transformations of the complex-valued signal and its complex-conjugate.

Two alternative DSP solutions are then derived using the behavioral model in order to either (i) cancel or (ii) invert all the essential nonlinear distortion effects due to the analog hardware. The first method is called reference-receiver-enhanced adaptive interference cancellation (RR-AIC), where an estimate of the nonlinear distortion is generated based on the more linear reference receiver (ref-RX) observation and then subtracted from the main RX signal. In the second method, called reference-receiver-aided nonlinearity inversion (RR-INV), an explicit inverse for the overall nonlinearity of the DCR is pursued, using the ref-RX observation as a calibration signal.

The rest of this paper is organized as follows. Section II presents the prior-art and highlights the novelty of the proposed solutions. In Section III, arbitrary-order modeling of nonlinear distortion and MFI appearing in wideband DCRs is carried out. Building on this modeling, Sections IV and V propose then two linearization solutions based on the distortion cancellation and nonlinearity inversion ideas, respectively. Therein, also digital parameter estimation and learning solutions are addressed. True RF measurements are presented and analyzed in Section VI, comparing the performance of the proposed solutions to the state-of-the-art. Section VII further discusses the benefits and costs of the proposed solutions. Finally, conclusions are drawn in Section VIII.
II. PRIOR-ART IN DIGITAL RECEIVER LINEARIZATION

RX linearization through post-processing has been addressed to some extent already in the existing literature. In [12], [15], the nonlinear distortion estimate is generated on the analog RF and then digitized with separate RX chains. This needs specific RX hardware with analog cubing and squaring operators, does not consider the modeling or suppression of the BB nonlinearities and only approximately estimates higher than third-order distortion. In addition, analog implementation of the cubing and squaring operators contains inherent inaccuracies. Also [13] considers adopting an additional RX chain but aims only at suppressing the intermodulation distortion (IMD) appearing at the RF, and thus neglects the effects of BB nonlinearities and I/Q mismatch. Furthermore, only computer simulations based results are reported.

In addition, some single-RX based adaptive interference cancellation (AIC) methods for RX linearization have been proposed, e.g., in [16]–[22]. In these works, the reference for the nonlinear distortion estimation and cancellation is generated from the main received signal through simple linear filtering. This inherently gives only approximate distortion estimates, because the inband portion of the nonlinear distortion degrades the quality of the reference signal. In addition, knowledge of the blocker center frequencies and bandwidths need to be obtained and the filters for picking these blockers need to be either designed and optimized in real-time or stored in a filter bank to be able to consider different signal scenarios. In [23], on the other hand, a single-RX based digital post-inverse solution for nonlinear distortion suppression is described. The proposed solution, however, is not able to consider frequency-selective nature of the distortion induced by the analog hardware. In addition, the precision of the discrete-cosine-transform applied is limiting the suppression performance and robustness of the adaptation.

A reference analog-to-digital converter (ADC) based solution for suppressing the ADC nonlinearities only is proposed in [24]. However, the nonlinearities of the preceding RX front-end are not considered in any manner.

A post-inverse linearization solution with offline calibration, where the transmitter of the transceiver unit is used to feed in the calibration signal in order to find the parameters of the post-inverse nonlinearity is proposed in [25]. This, however, requires specific calibration periods and thus limits the adaptability and flexibility of the solution.

The solutions proposed in this paper are able to overcome the limitations of the prior art elaborated above. The proposed solutions are blind and can be adapted online, during the normal RX operation. The nonlinear distortion regeneration and suppression are done fully on the digital BB. From the analog hardware point-of-view, another parallel RX chain is used as a ref-RX. This ref-RX is assumed to have the same reception bandwidth as the main RX. Otherwise, no specific RX design or tailoring is needed. For example, commercial off-the-shelf dual-RX set-ups can be utilized for this purpose. In general, the proposed solutions enable combining the sensitivity of the main RX and the linearity of the lower-gain ref-RX in a flexible manner. Furthermore, opposed to [16]–[22], the receiver linearization solutions proposed in this paper can also facilitate digital out-of-band blocker cancellation, by tuning the ref-RX center-frequency accordingly.

In general, it is known that the down-scaling of the semiconductor processes and decreasing supply voltages exacerbates the noise and linearity performance of analog signal processing electronics, while largely benefiting DSP implementations from speed and power consumption point-of-view. This trend will make the digital error correction and linearization more and more viable solution in the future, but is already used, for example, in linearization of ADCs [26]. Furthermore, digital predistortion (DPD), relying on similar behavioral modeling principles and an additional observation RX, is already widely applied in linearizing transmitter power amplifiers [27]. Finally, it is noted that there are also some works in the literature [28]–[31] that consider specifically the modeling and suppression of the self-interference induced by the own transmitter, in particular in frequency division duplexing devices. While in such scenarios the reference signal for cancellation is inherently available, the work in this paper considers more generic problem setting with arbitrary and unknown strong waveforms entering the RX. These approaches could be potentially combined, for achieving versatile and efficient distortion suppression at the RX.

III. ARBITRARY-ORDER NONLINEARITY MODELING FOR DIRECT-CONVERSION RECEIVER

In this section, mathematical modeling of a wideband DCR, illustrated in Fig. 1, is presented. Both the nonlinearities and I/Q mismatches of the analog processing stages are considered. The baseband-equivalent signal model for a DCR is visualized in Fig. 2, together with illustrative spectral examples showing a scenario where, for simplicity of visualization, only a single received carrier is depicted, being located at a small intermediate frequency (IF) after the RF down-conversion stage. In general, arbitrary-order nonlinearities are considered for both the RF and BB, in order to provide a complete and comprehensive behavioral model of the overall RX.

A. LNA Modeling

The RF low-noise amplifier (LNA) nonlinearities are modeled with an odd-order memory polynomial incorporating separate memory filters for the different polynomial components in order to cover different nonlinearity orders and the
related memory effects as accurately as possible. This structure is known as parallel Hammerstein model [32], [33] and is illustrated in Fig. 2. The choice of odd-order simplification is justified by even order distortion falling on multiples of the RF center frequency or around BB, while the interesting signals at this stage are still at the RF. In addition, also the odd-order harmonic components are excluded based on the same assumptions [34]. This is a valid approach as long as the center frequency is high compared to the instantaneous bandwidth of the total signal entering the LNA. However, if the reception band becomes very wide, e.g., in gigahertz range, in respect to the center frequency, also harmonic distortion should be considered.

Mathematically, the odd polynomial orders, considered up to $K_{RF}$, are gathered into $\Omega_{RF}$, i.e., $\Omega_{RF} = \{1, 3, \ldots, K_{RF}\}$. With this assumption, the LNA output as a discrete-time baseband-equivalent model can be expressed as

$$v(n) = \sum_{k \in \Omega_{RF}} a_k(n) * \frac{1}{2^{k-1}} \left( \frac{k}{k+1} \right) |u(n)u^*(n)|^{(k-1)/2} u(n)$$

$$= \sum_{k \in \Omega_{RF}} \tilde{a}_k(n) * |u(n)|^{k-1} u(n),$$

(1)

where $a_k(n)$ are the impulse-responses for each odd polynomial order in $\Omega_{RF}$, taking memory effects into account and $u(n)$ is the original LNA input. Notationwise, * and $(\cdot)^*$ denote convolution and complex-conjugate, respectively. Furthermore, the modified filters, denoted by $\tilde{a}_k(n)$, include also the contribution of the scalar scaling coefficients multiplying the signal component on the first line of (1). Using these impulse-responses instead of scalar coefficients extends the modeling presented in [34] to cover also memory effects. In addition, using complex-valued impulse-response taps allows covering AM/PM characteristics of the amplifiers [35]. For $\Omega_{RF}$, one practical example is third order distortion modeling, $\Omega_{RF} = \{1, 3\}$, where 1 represents the linear component. Such simplified modeling was earlier assumed, e.g., in [18], [20], [25].

Fig. 2. Illustration of cascaded parallel Hammerstein models considering RF and BB nonlinearities as well as mixer and BB I/Q mismatches. The highest nonlinearity orders taken into account for the RF and the BB are $K_{RF}$ and $K_{BB}$, respectively. Due to the generality of the nonlinearity models, they also take mixer nonlinearities into account. The spectrum illustrations are sketched for BB equivalent signals matching to the mathematical modeling in the paper, and only a single carrier located at the $f_{c215}$ after I/Q down-conversion, is shown for visualization purposes.

B. I/Q Mixer and Baseband Component Modeling

Next, the LNA output is fed into down-converting I/Q mixers. The finite image-rejection ratio (IRR) of the mixers is modeled by adding a filtered complex-conjugate of the input signal to the output of the mixer [8], [36]. In this way, the mixer output signal becomes

$$x(n) = b_1 v(n) + b_2 v^*(n),$$

(2)

where $b_1$ and $b_2$ are the scaling coefficients for the direct and conjugate branches, being more specifically defined as $b_1 = (1 + ge^{-j\phi})/2$ and $b_2 = (1 - ge^{j\phi})/2$, where $g$ and $\phi$ are the gain mismatch and the phase mismatch between the branches, respectively [8], [36]. The nonlinearity of the I/Q mixers and the I/Q mismatches between the BB I and Q component frequency responses are included in the following BB nonlinearity model and are thus not explicitly included in the instantaneous mixer I/Q mismatch model in (2).

Finally, the BB I and Q nonlinearities are included in the joint model. Independent arbitrary order parallel Hammerstein models are employed for modeling both the rails in order to take into account also the possible I/Q mismatches between the rails. The nonlinearities can originate from I/Q mixers, BB amplifiers and ADCs. In the BB stage modeling, also even order nonlinearities are taken into account, modeling, e.g., the self-mixing problem in the mixer [8]. Similar to the RF, the orders included in the modeling, up to $K_{BB}$, are represented with $\Omega_{BB}$. In practice, this can be, e.g., $\Omega_{BB} = \{1, 2, 3\}$ for modeling second- and third-order BB nonlinear distortion. The
Cascaded Effects of RF and BB Nonlinearities

The signal components resulting from the cascaded effects of (1)–(3) are gathered into Table I, in terms of the ideal RX input signal \( u(n) \), in the example case of \( \Omega_{RF} = \{1, 3\} \) and \( \Omega_{BB} = \{1, 2, 3\} \), together with short description of each component. Even though differential signaling is known to reduce even-order distortion components, the second-order term is included in the BB part since, e.g., mixer-induced second-order distortion can still be relevant in certain scenarios [37]. These components and the presented modeling form the basis for developing the linearization approaches described in the following sections.

In Table I, the first-column components ("Terms") appear purely due to the nonlinearities. The second-column components ("Mirror Terms") appear only in case of I/Q mismatch either in the mixers or the BB I and Q rails. In (2)–(3), this means that the respective scaling coefficients and impulse responses go to zero in case of perfect I/Q matching. In addition, if all the orders considered in the BB nonlinearity modeling include I/Q mismatch, introducing mixer I/Q mismatch does not generate new Mirror Terms but only affects the effective responses of the ones already appearing because of BB I/Q mismatches. It should be noted that the Terms in Table I cannot be strictly separated into RF distortion and BB distortion, even when the modeling of those stages differs in ways described in (1)–(3). For example, the Term \( |u(n)|^2u(n) \) is stemming from both the third-order RF nonlinearity, described by (1) and the third-order BB nonlinearity, described by (3). The proportions of these contributions depend on the characteristics of the exact hardware at hand and, thus, the exact coefficients of (1)–(3).

Generally, the list of distortion components with differing orders considered in the modeling can be obtained by evaluating (1)–(3) in symbolic form. This can be carried out either with pen and paper or using software tools, such as MATLAB Symbolic Math Toolbox.

Notice that the above modeling results are generic and apply to arbitrary LNA input signal \( u(n) \), independently of whether receiving a single carrier or multiple carriers, or whether the (composite) received signal after I/Q down-conversion is located strictly at baseband or not. The graphical illustration in Fig. 2 emphasizes the creation of different distortion terms due to an individual strong incoming carrier which is located at \( f_{IF} \) after the I/Q down-conversion stage.
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IV. PROPOSED REFERENCE RECEIVER ENHANCED ADAPTIVE INTERFERENCE CANCELLATION (RR-AIC) SOLUTION FOR WIDEBAND LINEARIZATION

In this section, the proposed RR-AIC linearization solution is described in detail, building on the modeling results of the previous section. In the RR-AIC another parallel RX, in which the RF LNA stage is excluded, is employed as illustrated in Fig. 3. Thus, this ref-RX is not creating RF nonlinear distortion and is operating in more linear region when it comes to the I/Q mixer and BB stages. With the ref-RX, only the strongest blockers need to be observed, to be used as a reference signal in the digital linearization processing. Thus, the ref-RX noise figure and the quantization resolution of the corresponding ref-RX ADC are not as critical as for the main RX, who needs to be able to receive also the weak carriers present within the reception band. The weak carriers, however, have only very little contribution to the nonlinear distortion appearing in the main RX.

The I/Q correction stage illustrated in Fig. 3 is implemented in both the main RX and the ref-RX based on [36] and applies adaptive circularity restoring MFI suppression principle. Also in the ref-RX, even though it is operated on a more linear region than the main RX, the MFI contribution might be significant. In order to achieve as high quality reference signal as possible, it is thus desirable to perform I/Q correction
be optimized based on the performance/complexity trade-off. The optimum set of reference nonlinearities depends also on the given RX hardware at hand. Thus, giving universal set of reference nonlinearities is not seen feasible. At the same time, reducing the number of kernels in the following learning stage can be approached using, for example, principal component analysis in similar manner as has been proposed for digital predistortion of power amplifier nonlinearities [41]. Furthermore, the role of different nonlinearity components has been studied in [20] in a simplified two-tone reception scenario, giving insight to the significance of each component. The role of this selection is also illustrated in Section VI together with the linearization results.

The produced nonlinear components are next fed in parallel to the adaptive filtering stages, as illustrated in Fig. 3. This allows individual adaptive weighting for each of the distortion components. The combined, adaptively filtered nonlinear components yield then the actual estimate of the overall prevailing nonlinear distortion in the received main RX signal. Notice that the linear component is naturally excluded from the actual cancellation signal but is deliberately included in the generation of the error signal for adapting the filters, in order to avoid bias in the adaptive filter coefficients [38] because of the correlation between the nonlinear components and the linear component present in the original main RX signal. Other alternative option could be to adopt an additional orthogonalization stage after the generation of the basic reference nonlinearities or nonlinear basis functions.

In general, in order to mimic the nonlinearities in the analog front-end, no harmful aliasing should be allowed in the digital reference nonlinearities. In this scenario, the harmful aliasing means distortion components that alias inside the actual reception and cancellation bandwidth. This can be avoided by first interpolating \( \hat{u}(n) \), feeding it to the nonlinear operators \( f_0(\cdot), f_1(\cdot), ..., f_P(\cdot) \) and then filtering and decimating the generated nonlinear components back to the original sample rate. In this way, if non-harmful aliasing is allowed, the necessary high sample rate is \( f_{S,\text{high}} = \frac{(K + 1)/2}{B} \), where \( K \) and \( B \) are the highest polynomial order applied and the reception bandwidth dictated by the ADC and the analog filtering, respectively [10]. If no aliasing is allowed at all, the necessary sample rate is \( f_{S,\text{high}} = KB \). The need for increased sample rate is illustrated in Fig. 3 with a dashed-line box.

**B. Parameter Learning and Interference Cancellation**

The general principle for learning the adaptive filter coefficients is to minimize the error power between the sum of the adaptively filtered parallel reference nonlinearity output signals and the received main RX signal. The intuition behind the idea is to find a black-box parallel Hammerstein model for the main RX analog parts and use the nonlinear components of the model to cancel the nonlinear distortion from the received signal. This is accomplished by subtracting the adaptively filtered nonlinear components from the received main RX signal. In general, the adaptive filters are used to find optimal amplitude and phase responses for the nonlinear components,
thus creating an optimal estimate of the nonlinear distortion
induced in the main RX analog front-end. In practice, the
learning can build on, e.g., least-squares (LS) block solu-
tion, recursive least squares (RLS) or sample-wise least-
mean square (LMS) adaptation [38]. In the following, the LS
block solution is described in detail, as an illustrative example.
Generally, also other learning algorithms can be applied.

First, the set of filters $w_0, w_1, \ldots, w_P$, depicted also in
Fig. 3, is optimized in the LS sense with the given block of
data. This block can be, e.g., a frame of the received signal,
and its length is denoted by $N$. The length of each filter is $M$
and hence, e.g., $w_1 = [w_1(1), w_1(2), \ldots, w_1(M)]^T$.
The filters are obtained by solving the model fitting problem
\begin{equation}
\arg \min_{w_C} \| D_C w_C - y' \|^2
\end{equation}
for $w_C = [w_0^T, w_1^T, \ldots, w_P^T]^T$ such that it
minimizes the error $D_C w_C - y'$, which is the modeling error.
This can be interpreted as fitting the linear component and the
nonlinear components with memory size $M$ and individual
weights to the I/Q corrected main RX signal block $y' = [y'(1),
y'(2), \ldots, y'(N)]^T$ in LS sense. The matrix $D_C$ consists of the linear
component and all the nonlinear transformations obtained via the ref-
RX with $M$ separate delays as columns as shown in (8).

The resulting $w_C^{LS}$ contains coefficients for all the $P + 1$
filters $w_0^{LS}, w_1^{LS}, \ldots, w_P^{LS}$, having dimensions $M \times 1$.
In practice, $w_C^{LS}$ is obtained by calculating the pseudo-inverse of
$D_C$ [38], giving
\begin{equation}
w_C^{LS} = (D_C^T D_C)^{-1} D_C^T y'.
\end{equation}

In general, the interference cancellation is then accom-
plished by subtracting the distortion estimate provided by the
filters $w_0', w_1', \ldots, w_P'$ from the main RX signal $y'$,
written here as
\begin{equation}
\hat{u} = y' - D_C' w_C',
\end{equation}
which yields the linearized signal $\hat{u}$. Here, opposed to the
previous model fitting stage, the actual cancellation builds on
processing the nonlinear terms only, i.e., $D_C'$ is obtained from
$D_C$ in (8) by removing the linear signal terms. Furthermore,
in the actual online linearization after having estimated the
filters $w_1, w_2, \ldots, w_P$ as described above, linearization can
be carried out sample by sample without any block-structure.

\begin{equation}
D_C = \begin{bmatrix}
d_0(1) & d_0(N) & \ldots & d_0(N-M+1) & d_1(1) & \ldots & d_1(N-M+1) & d_p(1) & \ldots & d_p(N-M+1) \\
d_0(2) & d_0(1) & \ldots & d_0(N-M+2) & d_1(2) & \ldots & d_1(N-M+2) & d_p(2) & \ldots & d_p(N-M+2) \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots & \ddots & \ddots & \ddots & \ddots \\
d_0(N) & \ldots & d_0(1) & d_1(N) & d_1(1) & \ldots & d_1(N-M) & d_1(N-M) & \ldots & d_p(N-M) \\
d_0(2) & \ldots & d_0(2) & d_1(2) & \ldots & d_1(2) & \ddots & \ddots & \ddots & \ddots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \ddots & \ddots & \ddots \\
\end{bmatrix}
\end{equation}
V. PROPOSED REFERENCE RECEIVER ENHANCED NONLINEARITY INVERSION (RR-INV) SOLUTION FOR WIDEBAND LINEARIZATION

In case of nonlinearity inversion based main RX linearization approach, described in this section, the more linear perception of the received signal provided by the ref-RX is used as a calibration signal. This means that the output of the inverse nonlinearity, being fed with the main RX signal observation, is eventually mimicking this more linear observation. In this way, the ref-RX enhances also the performance of the nonlinearity inversion.

In Fig. 4, this approach is illustrated. Therein, the I/Q correction stage is first used to suppress mirror-frequency components induced by the I/Q mismatches of both the main RX and the ref-RX chain analog components. Again, the I/Q correction stage is implemented based on [36] and is assumed to tackle the Mirror Terms of Table I, as discussed in the case of RR-AIC in Section IV. The following inverse nonlinearity stage aims then in suppressing the nonlinear distortion present in the main RX observation, thus suppressing the remaining nonlinear Terms in Table I.

In the following, the RR-INV processing stages shown in Fig. 4 are described in more detail. The description follows the signal flow and notations of Fig. 4.

A. Inverse Nonlinearity

The actual nonlinearity is implemented as a memory polynomial with \( P + 1 \) separate reference nonlinear transformation stages or basis functions \( f_0(y(n)) \) to \( f_P(y(n)) \), as illustrated in Fig. 4, followed by linear filters \( w_0, w_1, \ldots, w_P \). The value of \( P \) is not restricted to be the same as in the interference cancellation solution discussed in the previous section. The target is generally to find the reference nonlinearities which invert the effect of nonlinearity occurring in the main RX front-end.

The exact choice of the basis functions in the inverse nonlinearity solution depends on the characteristics of the forward nonlinearity whose distortion effects are to be inverted. For example, in case of a nonlinear system described by a simple power series of increasing polynomial orders, also the inverse nonlinearity can take a form of a power series [39]. The order of this inverse nonlinearity can, however, differ from the order of the original system. Thus, considering the nonlinearities in a wideband DCR, the applied basis functions are chosen from Table I also in the case of nonlinearity inversion. With these reference nonlinearities, the \( P + 1 \) component signals \( d_0(n) \) to \( d_P(n) \) are obtained. Summing the component signals together, after being properly filtered, forms the final linearized signal, as shown in Fig. 4.

Proper oversampling should again be applied before the reference nonlinearities in order to avoid harmful aliasing in the component signals \( d_0(n), d_1(n), \ldots, d_P(n) \). This is highlighted in Fig. 4 with a dashed line box indicating the need for higher sampling rate. The same interpolation factor demand of \( (K + 1)/2 \), where \( K \) is the highest considered polynomial order, discussed in Section IV, applies also herein.

B. Parameter Learning

The general principle for adapting the filters of the inverse nonlinearity is to minimize the difference of the output and the more linear signal observation captured with the ref-RX. The higher linearity of the ref-RX observation is assumed because of the reduced RF gain in the ref-RX branch. The concept is implemented in practice by subtracting this more linear blocker observation, denoted as \( \hat{u}(n) \), from the inverse nonlinearity output \( u(n) \), resulting in an error signal \( e(n) \) containing only an estimate of the prevailing nonlinear distortion in \( u(n) \). Thus, by adapting the inverse nonlinearity filters \( w_0, w_1, \ldots, w_P \) such that the power of this error signal is minimized, the inverse nonlinearity output is driven towards the more linear ref-RX observation while at the same time maintaining the better signal-to-noise ratio (SNR) and sensitivity of the main RX observation.

Next, we formulate the actual adaptation or parameter learning processing in more detail, again adopting the block LS principle as a concrete example. Generally, also other, e.g., sample-adaptive, learning algorithms can be applied.

The filters \( w_0, w_1, \ldots, w_P \), shown in Fig. 4, are found through LS model fitting over the given processing block. They are obtained by solving the model fitting problem

\[
\arg \min_{w_1} \| D_I w_1 - \hat{u} \|^2 \tag{9}
\]

for \( w_1 = [w_0, w_1, \ldots, w_P]^T \) in such a way that the power of the difference \( D_I w_1 - \hat{u} \), which is the adaptation error, is minimized. Formally, the structure of the data matrix \( D_I \) is identical to that of \( D_C \) in (8). It should be, however, noted that here the component signals from \( d_0(n) \) to \( d_P(n) \), and thus also the matrix \( D_I \), are formed by feeding the received main RX observation \( y(n) \) to the reference nonlinearities, as shown in Fig. 4. In practice, the LS optimum filters \( w_1^{LS} \) can be found by calculating the pseudo-inverse of \( D_I \), expressed here as

\[
w_1^{LS} = D_I^+ \hat{u} = (D_I^H D_I)^{-1} D_I^H \hat{u}. \tag{10}
\]

In general, after solving for \( w_1 \), the final output of the inverse nonlinearity is given as

\[
\hat{u} = D_I w_1. \tag{11}
\]

This is also the linearized version of the distorted main RX observation \( y(n) \), approximating the original baseband-equivalent RX input \( u(n) \). Naturally, in the actual online linearization after having estimated the filters \( w_0, w_1, \ldots, w_P \) as described above, linearization can be carried out sample by sample without any block-structure.

VI. LINEARIZATION PERFORMANCE DEMONSTRATION WITH RF MEASUREMENTS

In this section, the performance of the proposed linearization solutions is evaluated and demonstrated with true BS RX hardware and RF measurements. In addition, the performance is compared against previous state-of-the-art. For the single-RX AIC [20] implementation, 100th order digital bandpass
and bandstop filters are designed in order to keep the digital front-end complexity realistic. These filters form the bandpass stage described in [20].

The following measurements replicate two uplink BS multi-carrier reception scenarios [3]. More specifically, 10 MHz 3GPP Long Term Evolution (LTE) uplink single-carrier frequency-division multiple access (SC-FDMA) waveforms with 16-QAM subcarrier modulation are applied. The measured composite signal is generated with National Instruments PXIe-5645R vector signal transceiver. This signal is fed into a splitter, with 3.5 dB attenuation, giving the inputs for the main RX and the ref-RX. In the main RX chain, a HD Communications Cor. HD24089 wideband LNA is employed. The IIP3 and the gain of the LNA are −7 dBm and 22 dB, respectively.

After the LNA, a state-of-the-art BS-scale wideband dual-RX board with pre-commercial RX-version of the Analog Devices AD9371 transceiver is used to down-convert, digitize and capture the data. The reception bandwidth of both the RXs is 100 MHz. The measurement set-up is illustrated in more detail in Fig. 5 and shown as a photograph in Fig. 6. For the ref-RX, the received signal is fed without LNA, having thus 22 dB lower RF gain compared to the main RX. The measurements are performed on 1750 MHz RF center frequency.

For the distortion suppression, the following reference nonlinearities and component signals are applied in the RR-AIC stage described in [20].

\[
\begin{align*}
    d_0(n) &= f_0(\hat{u}(n)) = \hat{u}(n), \\
    d_1(n) &= f_1(\hat{u}(n)) = \hat{u}^2(n), \\
    d_2(n) &= f_2(\hat{u}(n)) = |\hat{u}(n)|^2, \\
    d_3(n) &= f_3(\hat{u}(n)) = |\hat{u}(n)|^3, \\
    d_4(n) &= f_4(\hat{u}(n)) = |\hat{u}(n)|^4, \\
    d_5(n) &= f_5(\hat{u}(n)) = |\hat{u}(n)|^5, \\
    d_6(n) &= f_6(\hat{u}(n)) = |\hat{u}(n)|^6 \tag{12}
\end{align*}
\]

where the second, third and fifth order nonlinearities are considered for optimizing linearization performance. In the RR-AIC processing, the same reference nonlinearities \( f_0(\cdot), f_1(\cdot), ..., f_6(\cdot) \) are applied for the received and I/Q corrected main RX signal \( y'(n) \) instead of \( \hat{u}(n) \) used in (12), as illustrated in Fig. 4. These distortion components from Table I have been chosen based on trials in the RF measurements with the utilized RX hardware. The significance of these components is further studied and demonstrated in Sub-Section VI-C. Two-tap adaptive filters, per nonlinear basis function, are applied in both the RR-AIC and RR-INV linearization stages in order to consider mild memory effects. Furthermore, two-tap filters are also adopted in the I/Q correction stages, building on [36]. This, as well, allows considering mild frequency selectivity in the I/Q mismatch appearing in the measurement setup. The signal-to-noise-and-distortion ratio (SNDR) and uncoded symbol error ratio (SER) results are obtained using the block LS based parameter learning. These figures of merit are evaluated and averaged over 10 independent measurements each consisting of 305 600

![Fig. 4. Block diagram illustrating the principle of the proposed RR-INV method for main RX I/Q correction and linearization. The MFI suppression and nonlinearity inversion stages are cascaded. The I/Q correction stage is implemented based on [36]. The time index \( n \) is omitted from the signal notation for illustration convenience.](image)

![Fig. 5. The measurement setup illustrating device control with Matlab PC and the measurement flow from the vector signal generator to the FPGA connected to the PC.](image)

![Fig. 6. A photograph of the measurement setup, illustrating the devices used in the laboratory.](image)
complex-valued received samples. When sweeping the blocker power in the measurements, the power step for each blocker is 2 dB.

A. Suppression Quantification for Non-overlapping Nonlinear Distortion and Mirror-frequency Interference

In this scenario, two weak LTE uplink carriers are received in the presence of two strong blocking carriers. The weak carriers are placed in such a manner that the other one suffers from the MFI and the other one from the nonlinear distortion induced by the strong carriers. The details of this signal scenario are gathered in Table II.

Snapshot spectral examples are shown in Fig. 7 in order to illustrate the signal scenario and the major performance differences between the solutions. The strong blocking carriers, responsible for the dominating distortion components in the black spectra of the original received signal, are located after the RF I/Q down-conversion at the IF center frequencies of 10 MHz and 40 MHz. The strongest distortion components appear thus on the mirror bands, around the original strong carriers, with triple bandwidth typical for 3rd-order IMD, and around −20 MHz (2 × 10 MHz − 40 MHz = −20 MHz, 3rd-order IMD). The weak LTE carriers are in this example located at the IF center frequencies of −40 MHz and 20 MHz. Thus, MFI stemming from the strong carrier located at 40 MHz and 3rd-order IMD due to the other strong carrier at 10 MHz are falling on top of these weak carriers, respectively.

In Fig. 7, it can be observed that the earlier proposed AIC processing without ref-RX [20] is suppressing the IMD spread around the strong carriers poorly compared to the proposed ref-RX enhanced approaches. Also 3rd-order IMD around −20 MHz remains at slightly higher level compared to the proposed RR-AIC and RR-INV. However, all three solutions show clearly improved signal quality at the mirror bands of the strong carriers which is best illustrated around −10 MHz signal band, where the image of the 10 MHz carrier can be seen without underlying weak carrier.

Furthermore, Fig. 8 shows the SNDRs for both the weak signals (around −40 MHz and 20 MHz) with different linearization solutions as a function of the blocker power at the splitter input preceding the main RX LNA. The solid lines in Fig. 8 show good improvement in the −40 MHz weak carrier SNDR. For example at the 14 dB SNDR level, 21 dB stronger mirror-band blocker is tolerated compared to the original received scenario. As an example, at −27 dBm blocker RF power level, specified by 3GPP as one test scenario [3], the SNDR of the mirror-band weak carrier is increased from −1 dB to 15 dB with all the studied solutions. Considering the weak carrier around −40 MHz, it should be noted that most of the SNDR gain is achieved by the MFI suppression. The dashed lines show then the SNDRs for the 20 MHz weak carrier located close to the 10 MHz strong carrier.
black dashed line shows that at this band the SNDR starts to suffer only at the higher blocker powers, which is typical for nonlinearity dominated distortion profile. As can be observed in Fig. 7, the single-RX AIC [20] is performing poorly compared to the proposed ref-RX solutions. Between the RR-AIC and RR-INV, the RR-INV is slightly outperforming RR-AIC on most of the practical reception quality range. With the very highest blocker RF powers studied, the RR-AIC gives 2–4 dB higher SNDR compared to RR-INV. Up to the $-27$ dBm RF blocker power, the performance is practically equal. Again, at the $14$ dB SNDR level, the blocker tolerance compared to no linearization at all is improved from the $20$ MHz weak carrier point-of-view by $7.0$ dB with RR-AIC and $7.5$ dB with RR-INV. At the same time, at $-27$ dBm blocker power level, the SNDR of the neighboring band weak carrier is increased from $8$ dB to $11$ dB and $16$ dB with the single-RX AIC and both the ref-RX solutions, respectively. Overall, Fig. 8 shows that similar levels of post-linearization SNDRs can be achieved for both weak carriers, independent of the differences in pre-linearization SNDR levels.

In Fig. 9, the uncoded SER results for mirror band and neighboring bands follow generally the same trends as observed for the SNDRs. For the mirror band carrier, $1\%$ uncoded SER levels are maintained with $20$–$22$ dB higher blocker powers compared to the original received signal without post-processing. At the same time, for example at the $-27$ dBm blocker power level the uncoded SER is improved from $80\%$ to below $1\%$. For the neighboring carrier, the single-RX AIC [20] performance is poor also when measured with SER. In parallel, the RR-AIC and RR-INV allow $6$ dB blocker tolerance improvement at $1\%$ uncoded SER level. Also in this case, SER in $-27$ dBm blocker case is pushed below $1\%$ when uncompensated SER is $27\%$.

Generally, the results clearly show that the proposed solutions outperform the existing state-of-the-art [20], in particular when considering the linearization performance at frequencies close to the strong carriers.

**B. Suppression Quantification for Overlapping Nonlinear Distortion and Mirror-frequency Interference**

In this scenario, a single weak carrier is received in the presence of two blocking carriers such that the MFI and the nonlinearity distortion are all falling on the same band together with the weak carrier. From the weak carrier point-of-view, this can be considered as a worst-case scenario. The details of this signal scenario are gathered in Table III.

In Fig. 10, spectral examples in case of a weak LTE carrier masked by overlapping MFI and 3rd-order IMD are illustrated. The overall distortion profile differs in this scenario from that of the previous subsection because the strong blocking carriers are now located at IF center frequencies of $10$ MHz and $30$ MHz instead of $10$ MHz and $40$ MHz that were adopted in the previous scenario. The weak carrier, in turn, is situated around IF center frequency of $-10$ MHz. From the linearization performance point-of-view, it is again clearly visible in Fig. 10 that the AIC with main RX only processing [20] suffers from poor performance at the frequencies close to the strong carriers. Otherwise, the performance of all the studied solutions is close to each other in this snapshot example. It should be again noted, that the MFI due to the $30$ MHz strong carrier falling to around $-30$ MHz is pushed down to the noise level, which points toward good MFI suppression performance also at the weak carrier band around $-10$ MHz, where the MFI of the $10$ MHz strong carrier is present. Also the IMD around the weak carrier band seems to be efficiently pushed down.

The actual SNDR of the weak carrier is evaluated and illustrated in Fig. 11 in order to achieve concrete insight on the distortion levels inside this band. Generally, in Fig. 11, it is visible that the RR-INV gives most solid SNDR performance over the whole measured range. All the compared solutions are, generally speaking, achieving significant improvement in the weak carrier signal quality. For example, at the previously
The measured spectra of the original received and the linearized signals at digital BB/IF, illustrating the performance of the RR-AIC and RR-INV in the weak carrier worst-case scenario. The blocker powers are $-23 \text{ dBm}$ and weak carrier power is $-77 \text{ dBm}$, when evaluated at the RX input at RF. The weak carrier is located at $-10 \text{ MHz}$.

In Fig. 11, the measured SNDR of the worst-case weak carrier (around $-10 \text{ MHz}$) as a function of the blocker RF powers. The weak carrier RF power is constant $-77 \text{ dBm}$. The mentioned target SNDR level of 14 dB, the RR-INV improves blocker tolerance of the RX, compared to no linearization, by 23 dB and the other two solutions lie within 1 dB interval. Furthermore, 16 dB post-linearization SNDR is achieved by all the studied solutions at the blocker power levels of $-27 \text{ dBm}$ while the pre-linearization SNDR is approximately $-3 \text{ dB}$, demonstrating thus a significant gain of 19 dB. It should be noted that this 19 dB gain consists of the combined MFI suppression and linearization performance that can be achieved with these solutions.

In Fig. 12, the SERs are shown for the weak carrier. The uncoded SER performance of the single-RX AIC [20] and the RR-INV are close to each other while the RR-AIC performs poorer with the low blocker powers. Considering again 1% uncoded SER level, the single-RX AIC [20] and the RR-INV offer 23 dB improvement in the blocker tolerance, the RR-AIC being also very close at 22 dB. With the $-27 \text{ dBm}$ blocker power, all the solutions push the SER level from 82% below 1% level. In this scenario, the single-RX AIC [20] achieves marginal edge over RR-AIC and RR-INV by dropping below 1% SER level with 1 dB higher blocker powers.

Overall, the RR-AIC falls below the RR-INV and the single-RX AIC with the lower blocking carrier power levels and with lowest power levels is actually slightly decreasing the SNDR level compared to the original received signal. This kind of behavior has been documented with such cancellation algorithms also earlier [25]. However, if, for example, pilot-based estimation of the signal quality indicates good reception conditions, the linearization processing can and should be switched off in order to save processing power, at the same time avoiding these effects.

C. Linearization Performance with Different Reference Non-linearity Subsets

In Fig. 13, the role of chosen reference nonlinearities, given in (12), is illustrated using RR-INV linearization and $-23 \text{ dBm}$ blocker powers as a concrete example. Furthermore, the weak carrier worst case scenario discussed in Sub-Section VI-B and detailed in Table III is used. In the figure, it is visible that including $d_4(n)$ and $d_6(n)$ has the biggest effect on the linearization performance. This indicates that with the given hardware, the third- and fifth-order intermodulations are the dominant distortion components. This is further demonstrated in Table IV, where examples of the weak carrier SNDR and uncoded SER are given. Herein, also second-order components and third-order harmonic component in (12) are included in the processing in order to maximize the overall performance on the whole reception band. If lower-complexity solution is desired, reduced set of reference nonlinearities can be considered. For example, in addition to linear Term $d_0(n)$, solely third- and fifth-order intermodulation Terms $d_4(n)$ and
$d_6(n)$ could be employed. On the other hand, if the hardware at hand contained even stronger BB nonlinearity, the contribution of the second-order Terms $d_3(n), d_2(n)$ and $d_3(n)$ and the third-order harmonic Term $d_5(n)$ would increase, because they are tackling exactly this BB distortion. Also cascaded effects of the RF and BB nonlinearities are covered by the Terms in Table I based on the modeling in (1)-(3). Furthermore, it should be noted, as mentioned in Section III, that $d_4(n)$ and $d_6(n)$ are induced both by the RF nonlinearity and the BB nonlinearity. The exact choice of Terms is thus highly hardware-dependent and exact universal guidelines do not exist, as discussed in Section IV-A. Altogether, the provided RF measurement results successfully demonstrate and verify the good linearization performance of the proposed solutions.

VII. FURTHER DISCUSSION

The main benefit of the proposed linearization solutions is the improved distortion suppression performance, as demonstrated in Section VI. However, the ref-RX approach brings also additional advantages compared to previous solutions. These are shortly discussed below.

Compared to, e.g., [20], no digital bandpass or bandstop filters are needed for separating the strongest distortion inducing carriers and removing the blocker inband contribution from the distortion estimate, respectively. This simplifies implementation of the digital front-end significantly. Especially because, as noted in Section VI, the response of these filters directly affects the linearization performance of the single-RX version of the AIC. Thus, very high order filters would be needed if the linearization performance should be optimized.

Another advantage stemming from the fact that the above-mentioned digital front-end filters can be avoided is that no exact information of the strongest blocking carrier center frequencies and bandwidths is needed in the RR-AIC and the RR-INV. The whole main RX observation is processed as is without need for bandsplit or other filtering stages, or spectrum sensing for the strongest carriers [20], [21], simplifying the digital front-end processing significantly.

The cost of the proposed linearization solutions is the implementation and power consumption of the ref-RX together with the digital correction logic proposed herein. It is still an open question if the current RX systems can tolerate this overhead. However, obtaining accurate power consumption estimates would require implementation on silicon, and even in such approach, the results would be highly case and process dependent. On the other hand, power consumption estimation based on the amount of operations results commonly in inaccurate and highly speculative results, and was therefore not included in this paper. Thus, more detailed complexity and power consumption analyses and optimization in different wideband RX scenarios, e.g., in the context of cellular networks, are left for future work. Potential complexity reduction techniques for the linearization DSP have been proposed, especially in the context of the transmitter DPD [40], [41]. They could potentially be applied for the digital RX linearization for reducing the power consumption of the related DSP, as the cost of the DSP should not be ignored. On the analog side, in general, the ref-RX performance metrics are quite different to the main RX, which is designed for worst-case situation seeking to optimize the challenging combination of linearity, sensitivity and dynamic range. The ref-RX, in turn, only needs to observe the strong signals and thus, e.g., the sensitivity requirements are substantially reduced, leading to simplified and lower-cost implementation prospects. At the same time, the integrability of the DCR allows also dual-RX chips making efficient implementation of the ref-RX and data transfer to the BB processing unit possible.

Based on the results presented in Section VI, the proposed RR-INV solution gives the best overall performance in the studied scenarios. Therein, blocker tolerance improvement of 23 dB and weak carrier SNDR gain of 19 dB together with uncoded SER improvement from 82% to below 1% were demonstrated in the considered worst-case distortion scenario with combined suppression of the MFI and the nonlinear distortion. In addition, because in RR-INV no cancellation signal that should be continuously available is produced from the ref-RX received signal, it is possible to run the calibration of the inverse nonlinearity only periodically. This would allow decreased power consumption because of the turned-off ref-RX analog components, such as amplifiers and ADCs as well as the digital parameter learning algorithms. In addition,
in multi-antenna RX scenarios with multiple parallel DCR chains, this opens up potential for linearization and parameter learning such that only one ref-RX, shared sequentially between the main RXs, is adopted. In such scenarios, the hardware overhead of the adoption of the ref-RX is thus already minimal. Thus, RR-INV is a very potential candidate for linearizing cellular BS RXs, where wideband multi-operator, multi-technology, multi-carrier reception is a desirable feature, leading to the aforementioned challenges with very high inband and out-of-band blocker tolerance requirements.

VIII. CONCLUSION

In this paper, an arbitrary order parallel Hammerstein model for wideband DCRs was first developed to characterize the overall RX nonlinear behavior. The model incorporates the effects of both RF and BB nonlinearities and I/Q mismatch of the down-conversion mixers and BB I and Q components. The results of this modeling were then applied in developing two novel digital post-linearization solutions for suppressing the nonlinear distortion introduced both at the RF and at the BB stages of the RX front-end, building on the concept of adopting a ref-RX to observe the incoming signal with reduced sensitivity but enhanced linearity. The proposed RR-AIC adaptively finds the parameters of the nonlinearity model of the front-end and provides distortion signal estimate for cancellation. The proposed RR-INV, in turn, finds the inverse nonlinearity model which minimizes the distortion power at the output of the inverse nonlinearity when the whole received signal is fed as an input. Both of these solutions can offer improved performance over the state-of-the-art at a cost of a single additional DCR chain while also resulting to substantially simplified digital front-end signal processing.

As the actual cost of an additional integrated RX chain is already pushed down with modern CMOS processes, the RR-AIC and especially the RR-INV offer attractive options for linearizing cellular wideband multi-operator, multi-technology, multi-carrier BS RXs. In this way, need for expensive high-performance, high-cost analog components can potentially be relaxed and the complexity can be moved towards digital domain, where the computation power is becoming more and more cost-effective.
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