VARIABLE TEMPORAL LENGTH 3D DCT-DWT BASED VIDEO CODING
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ABSTRACT

Almost all variable length 3D-DCT algorithms employ thresholds. Although the selection of threshold considerably affects the algorithm performance, there is no framework to choose them effectively. This paper proposes a hybrid transform for 3D-DCT based video coding. In the proposed model, 3D-DCT and discrete Haar transform are iteratively used to remove the redundancy for each cube and thus an adaptive scheme is derived to realize variable temporal length of DCT implementations. Compared to other methods in the literature, the proposed model can mathematically select the optimal DCT mode and remove the temporal correlations more effectively. Experimental results show that the proposed approach has substantial improvement over the conventional fixed-length 3D-DCT coding and other variable length 3D-DCT coding.

Index Terms — 3D-DCT, Discrete Haar transform, video coding, computational complexity

1. INTRODUCTION

In recent years, there have been great advancements in video coding techniques. Generally, compression efficiency is improved along with an increase of computational cost. As the newest video coding standards, H.264 significantly outperforms other standards in terms of coding efficiency. However, the complexity is greatly increased. This is not appropriate especially for portable digital applications like mobile phone and digital video cameras. Since for these types of applications, low complexity implementation and low power consumption are still the most critical issues.

An alternative approach is to use the three-dimensional discrete cosine transform (3D-DCT). A 3D-DCT based video codec extends 2D-DCT to the temporal dimension and can effectively remove the redundancy among a number of consecutive frames. Therefore, it is able to reach adequate compression efficiency with less computational cost.

One of the major problems in a 3D-DCT based codec is that if only utilizing fixed-length transform regardless the level of motion activity, the coding efficiency is usually inferior to most today’s video codec. To solve this problem, some variable length 3D-DCT schemes with multiple thresholds are proposed in [1]-[5]. These techniques utilize variable transform based on certain empirical thresholds. They show significant improvement for sequences with low motion activity. However, since the selection of thresholds is empirically determined, the algorithm performance is not optimized.

In what follows we describe an adaptive hybrid algorithm for 3D-DCT based video coding. This proposed model iteratively utilizes 3D-DCT and discrete Haar transform (DHT) to remove the temporal redundancy and is able to find out the optimal DCT mode for each 8×8×8 cube. Compared to other schemes, this technique can remove the temporal redundancy more sufficiently and thus achieve better compression performance.

The rest of this paper is organized as follows. In section 2 we briefly review the basics of 3D-DCT and DHT. We describe the hybrid algorithm in section 3. The experimental results are presented in section 4. Finally, we conclude the paper in section 5.

2. 3D-DCT AND DISCRETE HAAR TRANSFORM

2.1 Three Dimensional Discrete Cosine Transform

In a 3D-DCT based codec, a video sequence is divided into a number of M×N×L cubes, where M×N is an image block of pixels, and L is the number of successive frames. The forward 3D-DCT is then defined as

\[
F(u,v,w) = C(u,L)C(v,N)C(w,M) \sum_{x} \sum_{y} \sum_{z} f(x,y,z) \cos \left( \frac{2 \pi u x}{2L} \right) \cos \left( \frac{2 \pi v y}{2N} \right) \cos \left( \frac{2 \pi w z}{2M} \right)
\]

where

\[
C(k,P) = \begin{cases} \sqrt{P} & k = 0 \\ \sqrt{\frac{P}{k}} & \text{otherwise} \end{cases}
\]

The 3D-DCT can be performed by taking one-dimensional transform separately in each of the three dimensions. Although a number of transforms are required, the computational complexity – even without taking the motion estimation into account – is superior to 2D-DCT based video encoder. A typical architecture of 3D-DCT based video codec is described in Fig. 1.
2.2 Discrete Haar Transform

Discrete Haar transform is the most basic kernel of discrete wavelet transform (DWT). The notation of [6] is used to illustrate the fast DHT algorithm for a data vector of \( N = 2^l \) elements, \( x_i = x(i) \) indexed by \( 0 \leq i \leq N \). From this input vector we form two new vectors, each of half its length

\[
d_t^i = \frac{1}{2} [a_{2i}^0 - a_{2i+1}^0] \\
a_t^i = \frac{1}{2} [a_{2i}^0 + a_{2i+1}^0]
\]

with \( 0 \leq i \leq N/2 \), which contain the high frequency and low frequency coefficients, respectively.

Then, the algorithm just applies the same process to \( a_t^i \)

\[
d_t^i = \frac{1}{2} [a_{2i-1}^0 - a_{2i+1}^0] \\
a_t^i = \frac{1}{2} [a_{2i-1}^0 + a_{2i+1}^0]
\]

with \( 0 \leq i < 2^{l-1} \) for \( 1 \leq l \leq L \).

So, the DHT is given by the sequence

\[
H = [a_l, d_l, d_{l-1}, d_{l-2}, ..., d^1]
\]

where \( d^l \) is the sequence \( d_t^i \) for \( 0 \leq i \leq 2^{l-1} \).

Similarly to DCT, DHT also has a favorable characteristic of energy packing. After transform most of the energy is deposited to the low frequency coefficients in \( a_t^i \) and a large amount of high frequency information can be neglected. Moreover, DHT can decompose a signal into a set of basic functions both in time and spatial frequency domain.

The DHT can be applied to 3D-DCT based video coding to remove the temporal correlations more effectively. If the cube to be transformed contains only low frequency information, DHT can decompose a signal into a set of basic functions both in time and spatial frequency domain.

The DHT can be applied to 3D-DCT based video coding to remove the temporal correlations more effectively. If the cube to be transformed contains only low frequency information, DHT can decompose a signal into a set of basic functions both in time and spatial frequency domain.

3. PROPOSED HYBRID 3D DCT-DWT MODEL

We propose a hybrid 3D DCT-DWT based video coding with variable length of cube. In the proposed model, DHT and 3D-DCT are iteratively used to remove the redundancy for each \( 8 \times 8 \times 8 \) cube. Moreover, it can adaptively find out the optimal DCT mode based on the local DCT coefficient contents. Totally, four modes are utilized to perform the transform along temporal dimension.

Since one of the most desirable properties of DHT is that the decomposition can be performed both in time and spatial domain, the proposed model is started with DHT for each cube. Given an \( 8 \times 8 \times 8 \) cube \( f(x, y, t) \) with \( 0 \leq x, y, t \leq 7 \), where \( x, y, t \) represent the horizontal, vertical and temporal dimension, respectively. The DHT is first applied to the cube along temporal dimension

\[
8 \times 8 \times 8 \text{cube}
\]

\[
3D-DCT \rightarrow \text{Quantization} \rightarrow \text{Scanning} \rightarrow \text{Decoding} \rightarrow \text{Inverse Scanning}
\]

\[
3D-IDCT \rightarrow \text{Inverse Quantization} \rightarrow \text{Scanning} \rightarrow \text{Decoding} \rightarrow \text{Inverse Scanning}
\]

Fig. 1 Block diagram of typical 3D-DCT based video codec

\[
f_t^i(x, y, t) = \frac{1}{2} [f(x, y, t) + f(x, y, t + 1)] \quad (7)
\]

\[
f_t^1(x, y, t) = \frac{1}{2} [f(x, y, t) - f(x, y, t + 1)] \quad (8)
\]

where \( f_t^i(x, y, t) \) is the \( 8 \times 8 \times 4 \) low frequency cube and \( f_t^1(x, y, t) \) is the corresponding residual cube containing only high frequency information.

Subsequently, 3D-DCT is performed on the residual cube \( f_t^1(x, y, t) \) as (1)

\[
F_H(u, v, w) = C(u, 8)C(v, 8)C(w, 4) \sum_{x=0}^{7} \sum_{y=0}^{7} \sum_{t=0}^{3} f_t^1(x, y, t) \times \cos(2x+1)u\pi \times \cos(2y+1)v\pi \times \cos(2t+1)w\pi
\]

\[
F_H(u, v, w) = F_Q_H(u, v, w) / QP_1
\]

\[
0 \leq u, v \leq 7 \text{ and } 0 \leq w \leq 3.
\]

where \( F_Q_H(u, v, w) \) is the quantized transformed residual cube in DCT domain.

Thirdly, the transformed cube \( F_H(u, v, w) \) is truncated by a uniform quantization parameter \( QP_1 \)

\[
0 \leq u, v \leq 7 \text{ and } 0 \leq w \leq 3.
\]

where \( F_Q_H(u, v, w) \) is the quantized \( F_H(u, v, w) \).

If all coefficients in \( F_Q_H(u, v, w) \) are truncated to zeros, we repeat (9) on the low frequency cube and encode the two \( 8 \times 8 \times 4 \) cubes separately, which is regarded as mode 1.

Otherwise, if all the coefficients are quantized to zeros, which means that the correlations in the low frequency cube are still high, we again apply DHT on the \( 8 \times 8 \times 4 \) low frequency cube to further remove the redundancy

\[
f_t^2(x, y, t) = \frac{1}{2} [f_t^1(x, y, t) + f_t^1(x, y, t + 1)] \quad (11)
\]

\[
f_t^2(x, y, t) = \frac{1}{2} [f_t^1(x, y, t) - f_t^1(x, y, t + 1)] \quad (12)
\]

\[
0 \leq x, y \leq 7 \text{ and } t = 0.2.
\]

We repeat 3D-DCT on \( f_t^2(x, y, t) \) with the transform size of \( 8 \times 8 \times 2 \) and finally obtain the quantized cube as
we sequentially repeat DHT and 3D-DCT to the frequency cube and thus obtain two low frequency cubes separately. This can be regarded as mode 2.

If all coefficients in $F_{LW}^3(u, v, w)$ are truncated to zeros, we sequentially repeat DHT and 3D-DCT to the $8 \times 8 \times 2$ low frequency cube and thus obtain two $8 \times 8 \times 2$ blocks: $f_{LW}^1(x, y)$ with low frequency only and $f_{LW}^2(x, y)$ with high frequency.

We take DCT and quantization on these two blocks separately. If all coefficients in $f_{LW}^1(u, v)$ are truncated to zeros, we only encode the first block as mode 3. Otherwise, we encode both the low frequency and high frequency blocks, which can be regarded as mode 4.

The proposed algorithm to encode an $8 \times 8 \times 8$ cube can be summarized as

1) Take DHT to separate the original cube into two cubes $f_{LW}^1$ and $f_{LW}^2$ containing only low frequency and high frequency respectively;
2) Take 3D-DCT and quantization on $f_{LW}^1$;
3) If not all coefficients are truncated to zeros, take 3D-DCT on $f_{LW}^1$ and encode the two cubes as mode 1;
4) Otherwise, sequentially repeat DHT on $f_{LW}^1$ and decompose it into $f_{LW}^2$ and $f_{LW}^3$;
5) Take 3D-DCT and quantization for $f_{LW}^2$;
6) If not all coefficients are truncated to zeros, take 3D-DCT on $f_{LW}^2$ and encode the two cubes as mode 2;
7) Otherwise, continuously take DHT on $f_{LW}^2$ and decompose it into two blocks $f_{LW}^3$ and $f_{LW}^4$;
8) Take 3D-DCT and quantization for both the blocks;
9) If not all coefficients are truncated to zeros, encode these two blocks as mode 3;
10) Otherwise, only encode $F_{LW}^3$ as mode 4.

In the proposed hybrid model, the mode decision is totally based on the truncated high frequency information. Only if all high frequency contents in the residual cube are quantized to zeros, the hybrid transform is repeated to form a smaller cube and thus produces a tighter information representation. Compared to other variable length 3D-DCT schemes, the proposed model adaptively find out the optimal mode decision without notable loss of energy. Therefore, it can achieve higher coding efficiency.

Fig. 2 gives the architecture of the proposed hybrid codec. In addition, two extra bits are encoded for each cube to indicate the mode decision in the encoder. In the decoder, all steps from the encoding process, except the mode analysis, are implemented in the reverse order.

### 4. EXPERIMENTAL RESULTS

The proposed hybrid algorithm was tested against the baseline 3D-DCT codec and two reference codec in [1, 2]. Video sequences with various motion activities were encoded and decoded. The Peak Signal to Noise Ratio (PSNR) versus compression ratio (CR) curve is plotted based on the obtained results.

The quantization parameter (QP) for DC coefficients in the low frequency cubes is fixed to 10 for all the modes. The QP for the coefficients in high frequency cubes is uniform, and they satisfy the following relationship for different modes

$$QP_1 = \frac{3}{2}QP_2 = 2QP_3 = 2QP_4$$

where $QP_i$ denotes the QP of mode $i$.

Experimental results show that the proposed algorithm can give better compression performance for different types of sequences. Best improvements can be expected for those with low motion activity. Fig. 3 shows the luminance PSNR versus CR curves of Akiyo and Glasgow. According to the results, the proposed scheme can give about 0.5-2.5 dB improvement over the baseline codec and the reference codec. In addition, the similar improvements can be also obtained for chrominance components.

Table I shows the utilization ratio of the four modes in the proposed hybrid video codec. Since the mode decision is
related to QP, the utilization of different modes changes with QP. Fig. 4 shows the statistical results on frame 130 of Akiyo sequence and the enhanced differential image between frame 130 and 131.

In the experiments, we also evaluated the subjective visual quality with the benchmarks [7]. The proposed model works well as is small (e.g. 12,30,52) and no temporal coding artifacts are observed. However, as is increasing, visible temporal artifacts appear due to the hard truncation on high frequency. Thus, future work includes further improvement of quantization strategy and utilization of more efficient DWT algorithm.

5. CONCLUSION

A hybrid transform algorithm is proposed for 3D-DCT video process. The proposed model iteratively utilizes DCT and DHT to exploit the redundancy and mathematically determine the optimal DCT mode. A series of experiments show that the proposed algorithm outperforms the baseline codec and the reference codec in terms of coding efficiency. Although the compression efficiency is still lower than H.264, the encoding process of 3D-DCT is much faster. This makes 3D-DCT based video codec especially suitable for such devices with restrict computational power. Potential applications could be for portable digital devices such as mobile phone and digital video cameras. Moreover, since the proposed algorithm requires less computations, it is suited for applications with restrict real-time requirement.
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