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Room surface estimation is the process of estimating and characterizing the surfaces of a room from the measurement provided by an array of microphones. In any normal room, wavefront radiated by the source reaches the microphones after reflecting from the surfaces of the room. On performing the post processing on this recorded signal, depending on the type of source signal used; we obtain the unique signature of the room called the room impulse response (RIR). Historically room impulse responses have been used to calculate the acoustical parameters. These are generally used for objective evaluation of the rooms. Here is an effort to extract more information out of the RIR by understanding the physics of it.

In this thesis the reflection from the surfaces is employed as useful information and methods to use this information are presented. The reflective information can be used in the determination of the reflection coefficient of the surface. The reflection coefficients of four common room materials are obtained from their respective impulse response at oblique incidence. The obtained reflection coefficients are studied for the classification of materials.

The problem of estimating the room surface using the reflection coefficients has been approached in a systematic way, accounting for parasitic reflections and background noise. The room impulse response is obtained using the sine sweep signal transmitted through the speaker attached to one microphone array, and recorded by another microphone array. The recorded signal was used to identify possible surfaces using clustering on the obtained reflection coefficients. The classification so obtained is compared with the ground truth to calculate the performance and practicability.
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OPERATORS, SYMBOLS AND NOTATION

* Convolution
× Multiplication
|...| Euclidean distance between two points in space or absolute value
\(\sum_a^b\) Sum from \(a\) to \(b\)
\(\alpha\) Absorption coefficient of a reflective surface
\(\delta(.)\) Dirac delta function
\(\rho_0\) Static gas density
\(\lambda\) Wavelength
\(\zeta\) Specific acoustic impedance
\(c\) Speed of sound
\(dB\) Decibel, a logarithmic unit expressing the magnitude of a quantity
\(F_{lim}\) Nyquist frequency, which is equal to \(F_S/2\)
\(F_S\) Sampling frequency
\(Hz\) Hertz = number of cycles per second, unit of frequency
\(m\) meters
\(ms\) milliseconds
\(m\) Location of microphone
\(p\) Sound pressure
\(R\) Reflection Coefficient
\(s(t)\) Signal emitted by the sound source \(s\)
\(s\) Location of sound source
\(S_V\) Location of virtual sound source
\(T_{60}\) Time passed in seconds until the magnitude of echoing has decayed below 60dB
\(v\) Particle velocity
\(z(t)\) Signal recorded by the microphone
\(Z\) Wall Impedance
LIST OF ABBREVIATIONS

DOA  Direction of Arrival
IR   Impulse Response
LTI  Linear Time Invariant
MLS  Maximum Length Sequence
RIR  Room Impulse Response
SNR  Signal to Noise Ratio
TF   Transfer Function
1. INTRODUCTION

The acoustical parameters of a room are uniquely identified by its room impulse response, which gives parameters such as temporal, energetic, spatial and quantitative speech intelligibility. These parameters vary on the size, compositions and the materials used in the room. Conversely, it should be possible to determine the type of materials found in the room using the room impulse response. Presented in this thesis is a study on how the material properties such as reflection and absorption coefficients can be determined from an impulse response; and how well this information can be deduced from a general room impulse response.

There are three basic methods of measuring Reflection coefficients: (i) reverberation room, (ii) standing wave tube, and (iii) reflection.

The reverberation room method [14] is still the reference for many authors, but needs expensive facilities and is affected by unavoidable errors[15], because the assumptions made in the derivation of the reverberation formula are never achieved in practice.

The wave tube method has many variants: pure tones [16] or broad-band random noise [17] can be used as input signal; one[18], two[19] or more [20, 21] microphones, fixed or moving, can be used to pick up the sound pressure in the tube; finally, many processing techniques are possible[22, 23].

Almost all these tube methods can be slightly modified to measure the assumption that places an upper limit on the frequency range. They are also extremely sensitive to the mounting of the test materials[24]. Furthermore, only small samples can be tested, and hence effects which depend on the dimensions and edge conditions of the materials will not be observed correctly. Samples with large resonant cavities cannot be fitted to the tube.

Often wave tube results are transformed in reverberation room values; such transformation requires several assumptions[25].

The reverberation room and the wave tube methods are essentially laboratory methods, not suitable for measurements on the reflecting surfaces in realistic conditions, i.e., in situ.

True in situ measurements can be devised by starting from what can be called reflection methods[39], because the reflection coefficient is deduced by detecting the acoustic signals impinging on, and reflecting from the test surface.
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At first, Ingards and Bolt[26] and Ando[27] used this basic scheme with pure tones in an anechoic room. Then a number of authors investigated pulsed techniques which, in principle, allow the separation of the reflection from the test surface from other unwanted reflections, like those existing in closed rooms: Kinstl[28] used a spark source, Yuzawa[29] used a tone burst of 10 ms, Davies and Mulholland[30] used a recorded impulse, and Cramond and Don[31] used blank shots. Problems of impulse repeatability, non-linearity and difficult signal processing have till now prevented a general acceptance of this basic impulse method.

Hollin and Jones[32] showed that the application of a correlation technique between the signal received by the microphone and the noise fed into the loudspeaker allows the substitution of the pulsed signal with stationary broad-band random noise and a relative background noise immunity. Bolton and Gold[33] applied cepstral analysis to extract the impulse response of the surface being tested, even in enclosed spaces; their technique can improve the method to a great extent, but it requires complex mathematical and computational procedures.

More elaborate techniques exist, like Tamura’s decompositions in plane waves[34] of the complex pressure distributions on two parallel planes close to the test surface by using two-dimensional Fourier transforms, or like the comparison suggested by Allard and Champoux[35], of the data obtained by a two-microphone probe with the values obtained through an iterative computation of the complex Nobile-Hayek integral for a point source over an impedance plane.

In principle, indirect methods of characterising porous reflecting surfaces and an impedance model of the surface material[36] could also be rearranged to obtain the sound-reflection coefficient, although they imply a considerable work of least-squares fitting and of course rely on the assumption of a more or less general impedance model.

Finally, sound intensity techniques could, in principle, be used to measure the sound-reflection coefficient of a surface, although the usefulness of this method was proved only for frequencies greater than about 500 Hz and after a careful tuning of the experimental set-up to the local acoustic field[37].

The above-mentioned reflection methods are well suited for free-field measurements; most of them work properly also in enclosed spaces, and oblique incidence. Nevertheless, they adopt different input signals and different processing techniques, sometimes not so easy to implement in the field, while little attention has till now been devoted to potential practicalities of the obtained reflection coefficients. Here is an approach in which the so obtained reflection coefficients have been used to identify the type of surface; and classify the same to estimate the different surfaces of a given enclosed room.
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1.1 Thesis Outline

This thesis is divided in five chapters. Chapter 2 deals with the theoretical background material required for building this thesis. This defines the sound source & measurement, reflection factor and states the assumptions made henceforth. Chapter 3 presents the selected methods that are utilized to obtain the impulse response from the test material. And further analysis methods on the so obtained impulse response. In the fourth chapter, the results of the proposed methods have been presented and have been compared with existing methods. In addition, the precision of results were calculated and has been evaluated in an elaborative manner. Finally, the implementation process, practical usage with possible pros and cons, and future work is discussed in chapter 5.
2. THEORETICAL BACKGROUND

2.1 Sound

Sound can be defined as the kinetic energy carried by atoms or molecules of the medium, as a travelling wave. Although the kinetic energy is carried through movement and interaction of individual particles, the medium does not move with the wave. The medium of sound propagation itself defines a lot of activities like reflection, refraction and attenuation. This can be due to the type of medium it is. Sound is known to travel faster in solids than in fluids. This is because of the fact that molecules of a solid medium are much closer together than those in a liquid or gas, allowing sound waves to travel more quickly through it. Even within the same medium the speed of propagation is known to vary depending on the temperature of the medium. And hence we come to our first assumption:

Assumption 1. The medium is homogeneous and lossless.

That is during the experimental tests, the arrival time of the wave front depends only on the length of propagation path.

The occurrence of a physical event starts a chain of interactions in the particles of the surrounding medium that expands away from the initial event. This event, or a sound source can be about anything: the mechanical impact of two objects, turbulence from interaction with a medium or voices created by human speech organs.

2.2 Sound Source

Sound sources, whether human speech or devices, are complex mechanisms which possess certain attributes. In real world sound sources are usually directional. For example in the human speech, the sound is produced as an action of the pulmonary pressure provided by the lungs which creates sound in the glottis, which further is modified by the vocal tract to produce speech. And thus source of sound cannot be treated as arising from a point like source. Moreover, because of the anatomy of the human head, the pressure of sound waves during speech may be 15dB lower behind the head than in front of the mouth [1]. Directivity of the source can be expressed as a function of angle. A polar plot of various directivity patterns are shown in figures (2.2). For speech sounds the vertical directivity pattern is mostly cardoid to semi-cardoid for frequencies above 1000 Hz and below this frequency the pattern
is from semicardioid to omnidirectional\cite{2, 3}. Sound sources such as loudspeakers
also have frequency ranges and directivity patterns that depend on the design of the
source. At this point we have two more assumptions:

Assumption 2. The sound source is a pointlike source, whose location can be
represented in three dimensional Cartesian coordinates $(x, y, z)$.

This ensures that the location of the sound source can be expressed as a single
point in cartesian coordinate system, rather than a volume, which resembles the real
world situation, but would be much difficult for analysis and estimation.

Assumption 3. The sound source is omnidirectional.

This is made because the proposed method does not consider the sound pressure
level while estimating the transfer function.

Consider a sound source in a two dimensional geometry and a linear microphone
array consisting of $N$ acoustic sensors. The geometry of the array is represented
by the sensor positions $(k_0(x_o, y_o), \ldots, k_{N-1}(x_{N-1}, y_{N-1}))$. We assume that the source
located at the position $(x_s, y_s)$ in figure (2.1) generates an acoustic event $s(t)$ which
is recorded by the $N$ microphones as signals $s_0(t), \ldots, s_{N-1}(t)$.

![Figure 2.1: Wavefront propagation of an acoustic stimulus generated in position $(x_s, y_s)$.](image)

Signals $s_0, s_1, s_2, s_3$ are acquired through an array of microphones placed in positions $k_0, k_1, k_2, k_3$.

For the given source signal $s(t)$, propagated in a generic noisy environment. The
signal acquired by the acoustic sensor $i$, can be expressed as follows :

$$s_i(t) = \alpha_i * s(t - \tau_i) + n_i(t)$$  \hspace{1cm} (2.1)

where $\alpha_i$ is the attenuation factor due to propagation effects, $\tau_i$ is the propaga-
tion time and $n_i$ includes all the contaminating noises, which are assumed to be
uncorrelated with $s(t)$ and between microphones. We also indicate with $\delta_{ij}(x, y)$ the relative delay of wavefront arrival between microphones $i$ and $j$, assuming a source in position $(x, y)$, where:

$$\delta_{ij} = (\tau_j - \tau_i)$$  \hspace{1cm} (2.2)

When the microphones array is kept quite far from the sound source, the wave fronts impinging the microphones can be considered planar and hence $\delta_{ij} = 0$(Considering microphone is facing the sound source.), this situation is called as far field. When this is not the case, that is, when the spherical curvature of the wave front can be detected within the microphone array’s aperture it is called the near-field. It is an obvious conclusion from this that, in the case of near field the sound source is close enough to the microphone arrays. And hence we define our last assumption:

Assumption 4. The sound source is assumed to be near-field.

2.3 Sound Measurement

Measurement is the process of connecting a theoretical model to the real world. For a sound wave it is the process of measuring the change in pressure or even the mean velocity of particles. The devices which measure sound are called microphones.

The principle of a basic pressure microphone has remained the same since the very first prototype by Graham Bell in 1876. Changes of the pressure around a diaphragm (a moving membrane), causes a displacement which is converted to a change of electrical current or capacitance [4].

This continuous analogical feed is converted into discontinuous digital representation. Such a conversion makes the signal handling easy, since it induces quantization to both time and the amplitude. The time quantization is generally expressed as a sampling frequency $F_s$. This gives the amount of samples in the data per second (1/s = Hz). The choosing of sampling frequency also binds us to an upper frequency limit for the feed at $F_{lim} = F_s/2$, which is known as the Nyquist frequency. Frequencies in the feed which are higher than the nyquist frequency are bound to get aliased. And hence it is ideal to filter the feed with a low pass filter of cutoff $F_{lim}$, before the digitization. Similar to sound sources, even microphones have directivity. This dictates their sensitivity to the direction the sound is approaching. Directivity pattern depends on the design of the microphone and some of them have been shown in figures (2.2).

All microphones have characteristic amplitude and phase response. Amplitude response states the sensitivity for each frequency. Ideally it has to be uniform within the range of interest. Phase response, on the other hand indicates the phase shift for each frequency and ideally there should not be any phase shift.
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Figure 2.2: Different polar patterns. A microphone’s directional or polar pattern indicates how sensitive it is to sounds arriving at different angles about its central axis. The polar patterns illustrated above represent the locus of points that produce the same signal level output in the microphone if a given sound pressure level is generated from that point. The concentric circles represent the normalized scale of attenuation, and the circumference of the circle represent the direction of sound arrival in degrees.
Microphones are very sensitive devices with addition to the signal of interest, it is also susceptible to measure noise caused by thermal or electromagnetic interference. The power ratio between a signal and noise is called signal-to-noise ratio (SNR) expressed in decibels.

\[ SNR = 10 \log_{10} \left( \frac{P_{\text{signal}}}{P_{\text{noise}}} \right) \] (2.3)

Where \( P_{\text{signal}} \) is the signal power and \( P_{\text{noise}} \) is the noise power.

### 2.4 Reflection factor, absorption coefficient and wall impedance

Consider the propagation of sound in an enclosed room. The sound conducting medium is bounded on all sides of wall, floor and ceiling. These room boundaries are not ideal surfaces, they absorb a portion of the sound energy impinging on them, and reflect the rest. The absorbed energy is either converted into heat, or transmitted to the outside of walls. These numerous reflected components is responsible for what is known as the acoustics of a room.

Before discussing the properties of such involved sound fields, lets consider the fundamental for their occurences: the reflection of a plane sound wave by a single wall or a surface. Any free edge of a reflecting panel will scatter some sound energy in all directions. The same happens when the sound wave hits any obstacle with limited extent, such as a pillar or a listener's head. Henceforth we assume,

**Assumption 5. Surface of reflection is unbounded.**

In reality all waves originate from a sound source and are therefore spherical waves or superposition of spherical waves. The derivations for the reflection of a spherical wave from a plane wall is highly complicated unless we assume that the wall is rigid. For the present discussion the sound source is assumed to be not too close to the reflecting wall so that the curvature of the wave fronts can be neglected without too much error.

When a plane wave strikes a plane and uniform wall of infinite extent, generally a part of the sound energy will be reflected in the form of a reflected wave originating from the wall, the amplitude and the phase of which is different from the original incident wave. Both these waves interfere with each other and form the standing waves, atleast partially.

The change in amplitude and phase which take place during the reflection of a wave can be expressed by a complex reflection factor,

\[ R = |R| \exp(i\chi) \] (2.4)

which is a property of the reflecting surface. Its absolute value and the phase angle depends on the frequency and the angle of incidence of sound wave.
Another important quantity is sound intensity, which is a measure of the energy transported in a sound wave. It can be defined as the energy of a sound wave passing perpendicularly through a 1 m² window, per second. Generally the intensity is a vector parallel to the vector $\mathbf{v}$ of the particle velocity and is given by

$$ I = p\mathbf{v} $$

(2.5)

In a plane wave the sound pressure $p$ and the longitudinal component of the particle velocity are related by $p = \rho_0 c v$, and the same holds for a spherical wave at a large distance from the centre. Hence we can express the particle velocity in terms of the sound pressure. Then the intensity is given by

$$ I = \frac{p^2}{\rho_0 c} $$

(2.6)

Thus the intensity of a plane wave is proportional to the square of the pressure amplitude. Therefore the intensity of the reflected wave is smaller by a factor of $|R|^2$ than the incident wave and the fraction $1 - |R|^2$ of the incident energy is lost during the reflection. This quantity is called as the absorption coefficient of the wall:

$$ \alpha = 1 - |R|^2 $$

(2.7)

For a wall with zero reflectivity ($R = 0$) the absorption coefficient has its maximum value of 1. Then the wall is said to be totally absorbent or matched to the sound field. If $R = 1$ (in phase reflection $x = 0$), the wall is rigid or hard; in the case of $R = -1$ (phase reversal $x = \pi$), we speak of a soft wall. In both cases there is no sound absorption ($\alpha = 0$). Soft walls, however are very rarely encountered in room acoustics and only in limited frequency ranges.

Another quantity which is closely related to the physical behaviour of the wall is based on the particle velocity normal to the wall which is generated by a given sound pressure at the surface. It is called the wall impedance,

$$ Z = \left( \frac{p}{v_n} \right)_{\text{surface}} $$

(2.8)

where $p$ denotes the sound pressure and $v_n$ denotes the velocity component normal to the wall. Like, the reflection factor, the wall impedance is generally complex and a function of the angle of sound incidence.

Another common term is the specific acoustic impedance, which is the wall impedance divided by the characteristic impedance of the air:
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\[ \zeta = \frac{Z}{\rho_o c} \]  

(2.9)

where \( \rho_o \) is the static value of the gas density and \( c \) is the velocity of sound.

The reciprocal of wall impedance is the \textit{wall admittance} ; the reciprocal of \( \zeta \) is called \textit{specific acoustic admittance} of the wall.

\[ \frac{1}{\zeta} \]

The incident wave interacts with the wall and is reflected back. The reflected wave has a smaller amplitude and a different phase, which are described by the reflection factor \( R \) of the wall. Furthermore the sign of \( k \) is changed as the travelling direction of sound wave is reversed. The sign of the particle velocity is also changed since \( p/v \) has opposite signs for positive and negative travelling waves.

\[ \text{Incident wave} \]
\[ \text{Reflected wave} \]

\[ x = 0 \]

Figure 2.3: Reflection of a normally incident sound wave from a plane surface[3].

2.4.1 Sound Reflection at normal incidence

Consider a plane wall intersecting a sound wave along x-axis perpendicularly. The wall intersects the x-axis at \( x=0 \) as shown in figure (2.3). The wave is coming from the left and is sound pressure is given by,

\[ p_i(x, t) = \hat{p}_o \exp[i(\omega t - kx)] \]  

(2.10)

and the particle velocity of the incident wave is given by

\[ v_i(x, t) = \frac{\hat{p}_o}{\rho_o c} \exp[i(\omega t - kx)] \]  

(2.11)

The reflected wave has a smaller amplitude and a different phase, which are described by the reflection factor \( R \) of the wall. Furthermore the sign of \( k \) is changed as the travelling direction of sound wave is reversed. The sign of the particle velocity is also changed since \( p/v \) has opposite signs for positive and negative travelling waves.
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The so obtained reflected wave is

\[ p_r(x, t) = R\hat{p}_0 \exp[i(\omega t + kx)] \]  

\[ (2.12) \]

\[ v_r(x, t) = -R\frac{\hat{p}_0}{\rho_o c} \exp[i(\omega t + kx)] \]  

\[ (2.13) \]

The total pressure and particle velocity at the surface of wall is given by substituting \( x = 0 \) (point of intersection of wall and sound wave) in the overall equation obtained by adding the above expressions.

\[ p(0, t) = \hat{p}_0(1 + R) \exp[i\omega t] \]  

\[ (2.14) \]

\[ v(0, t) = \frac{\hat{p}_0}{\rho_o c}(1 - R) \exp[i\omega t] \]  

\[ (2.15) \]

Now the wall impedance is obtained by,

\[ Z = \rho_o c \frac{1 + R}{1 - R} \]  

\[ (2.16) \]

and from this

\[ R = \frac{Z - \rho_o c}{Z + \rho_o c} = \frac{\zeta - 1}{\zeta + 1}. \]  

\[ (2.17) \]

A rigid wall \((R = 1)\) has impedance \(Z = \infty\); for a soft wall \((R = -1)\) the impedance will vanish. For a completely absorbent wall the impedance equals the characteristic impedance of the medium.

Inserting 2.17 into the definition of absorption coefficient, we get

\[ \alpha = \frac{4 Re(\zeta)}{|\zeta|^2 + 2 Re(\zeta) + 1} \]  

\[ (2.18) \]

The combination of the incident and reflected wave form the standing wave. The pressure amplitude of which is found by adding the equations (2.10) & (2.12), and evaluating the absolute value:

\[ |p(x)| = \hat{p}_0[1 + |R|^2 + 2|R|\cos(2kx + \chi)]^{1/2}. \]  

\[ (2.19) \]

Similarly for the amplitude of particle velocity we find

\[ |v(x)| = \frac{\hat{p}_0}{\rho_o c}[1 + |R|^2 - 2|R|\cos(2kx + \chi)]^{1/2}. \]  

\[ (2.20) \]

From equations (2.19) & (2.20) we can deduce that the pressure amplitude and velocity amplitude in the standing wave vary periodically between the maximum
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values

\[ p_{\text{max}} = \hat{p}_o (1 + |R|) \quad \text{and} \quad v_{\text{max}} = \frac{\hat{p}_o}{\rho c} (1 + |R|) \]

and the minimum values

\[ p_{\text{min}} = \hat{p}_o (1 - |R|) \quad \text{and} \quad v_{\text{min}} = \frac{\hat{p}_o}{\rho c} (1 - |R|) \]

in such a way that each of the maximum of the pressure amplitude coincides with a minimum of the velocity amplitude and vice versa, as shown in figure (2.4). The distance between two consecutive peaks is \( \pi/k = \lambda/2 \). On measuring the pressure amplitude as a function of \( x \), we can determine the wavelength. Furthermore, the absolute value and the phase angle of the reflection factor can also be evaluated. This is the basis of a standard method of measuring the absorption coefficient of wall materials in the tube method [10].

### 2.4.2 Sound Reflection at oblique incidence

In this section we consider a much generalized case, in which the angle of incidence theta may be any value between 0 degrees to 90 degrees. Consider a case in which the wave normal and wall normal lie on the \( x - y \) plane. The setup is depicted in figure (2.5).
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Now the pressure equation for this system is given by replacing $x$ in equation (2.10) with $x'$, where

$$x' = x \cos \theta + y \sin \theta \quad (2.21)$$

$$p_i(x, t) = \hat{p}_o \exp[-ik(x \cos \theta + y \sin \theta)]. \quad (2.22)$$

In the above equation and the following equations the factor $\exp(iwt)$ has been omitted for the sake of simplicity, since this is common to all pressures and particle velocities. For the calculation of wall impedance the $x$-component of velocity which is normal to the wall is required. Which is given by,

$$v_x = -\frac{1}{iw\rho_o} \frac{\partial p}{\partial x} \quad (2.23)$$

applied to eqn. (2.22) we get,

$$(v_i)_x = \frac{\hat{p}_o}{\rho c} \cos \theta \exp[-ik(x \cos \theta + y \sin \theta)] \quad (2.24)$$

On reflection of this wave from the wall, the sign of $x$ in the exponent of eqns. (2.22) and (2.24) is reversed, since the direction with respect to this axis is altered. Furthermore, the pressure and the velocity are multiplied by the reflection factor $R$ and $-R$, respectively:
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\[ p_r(x, t) = R\hat{p}_o \exp[-ik(-x \cos \theta + y \sin \theta)] \]  
(2.25)

\[ (v_r)_x = \frac{-R\hat{p}_o}{\rho c} \cos \theta \exp[-ik(-xcos\theta + ysin\theta)] \]  
(2.26)

The wall impedance is given by,

\[ Z = \frac{p_i + p_r}{v_i + v_r} = \frac{\rho_o c}{\cos \theta} \frac{1 + R}{1 - R} \]  
(2.27)

and reflection factor is given by,

\[ R = \frac{Z \cos \theta - \rho_o c}{Z \cos \theta + \rho_o c} = \frac{\zeta \cos \theta - 1}{\zeta \cos \theta + 1} \]  
(2.28)

The pressure amplitude in front of the wall resulting from the addition of equations (2.22) and (2.25) is

\[ |p(x)| = \hat{p}_o [1 + |R|^2 + 2|R| \cos(2kx \cos \theta + \chi)]^{1/2} \]  
(2.29)

This again corresponds to the standing wave, whose maxima’s are separated by a distance \((\lambda/2) \cos \theta\). The common factor \(\exp(-iky \sin \theta)\) in equations (2.22) and (2.25) tells that the pressure distribution moves parallel to the wall with a velocity

\[ c_y = \frac{\omega}{k_y} = \frac{\omega}{k \sin \theta} = \frac{c}{\sin \theta} \]  
(2.30)

And the absorption coefficient is given by

\[ \alpha = \frac{4Re(\zeta) \cos \theta}{|\zeta|^2 \cos^2 \theta + 2Re(\zeta) \cos \theta + 1} \]  
(2.31)

2.5 Small Room Acoustic

So far we considered the propagation of sound in an unbounded environment. In contrast to this, room acoustics deals with the propagation and behaviour of sound in an enclosed environment; whose boundaries like walls, ceiling and floors are sound-conducting medium. Usually, the sound signals sensed by the microphone are a sum of reflected and delayed secondary signals and a primary signal propagated directly from the sound source. These distortions contain all the information about the distance of the reflective surface and the type of material which has reflected it. Much about this is discussed in coming chapters. In the following subsections, the phenomenon caused by the surroundings and the methods for estimating the room characteristics are considered.
2.5.1 Reverberation

The Reverberation time is defined as the time taken for an attenuation of 60dB of sound energy from the instant the sound source is turned off. This rate of sound decay is related to the volume of the space and the amount of absorption from the reflecting surfaces and the medium.

Rooms with short reverberation times enhances the speech intelligibility and are ideal for conferencing. Conversely, rooms with longer reverberation times is ideal for concerts as the sound persists in the medium for longer time and hence it sustains musical qualities like richness and fullness. The International Standards Organization has maintained different guidelines for acoustic measurements for ordinary rooms [6] and performance spaces [5].

2.5.2 Image Source Method

![Image Source Method](image)

Figure 2.6: Image source method -Single refection. The reflected path between the source $S$ and reciever $R$, can also be perceived as sound coming from another virtual source $S_V$ from the other side of the wall(sound propagation shown in red line).

The image source method, coined by Allen and Berkley, is one of the most used room acoustic model. It introduces the concept of virtual sound sources to model the reflections in a simple, shoebox environment [7]. Within the enclosure - the walls, floor and ceiling behave as the acoustic reflectors, and the sound wave arrives to the microphone using many different propagation paths enabled by these reflections. The image source method allows fast and simple calculation of a box like environment even with large number of reflections.

Consider a source $S$ and a reciever $R$ located within a rectangular room as shown in figure (2.6). The line between the source and the reciever is the path taken by the sound wave, which is called the direct sound. As we assumed in section 2.2 the
sound source is a point-like source emitting spherical sound waves in all directions with equal power. Assuming a point like source, it can be stated that there are sound waves propagating not just directly towards the microphone but also away from the microphone. The sound waves eventually interact with walls and gets reflected off the wall and then impinges upon the microphone. This reflected wave will be referred to as an echo. The microphone perceives this echo as radiating from a point $S_V$ past the wall as shown in the figure (2.6). If we were at the location of the microphone $R$, we could see the sound source as well as its mirror image. This mirror image will be referred to as a virtual source. It is also the location from which we will perceive the echo to be radiating.

This process can be repeated by making a mirror image of the room’s mirror image. Each mirror image of the source represents another virtual source. A diagram of the real sound source along with two virtual sources is shown in the figure (2.7). Furthermore, it can be extended into two dimensions. A map of the virtual sources is illustrated in the figure (2.8).

### 2.5.3 Room impulse response model

Acoustic spaces are approximately linear-time-invariant (LTI) and generally passive systems. A linear system maps an input to an output using only linear operations. For example, if an input, $x_1(t)$ produces the output $y_1(t)$ and another input, $x_2(t)$ produces the output $y_2(t)$, the input $a_1x_1(t) + a_2x_2(t)$ will always produce $a_1y_1(t) + a_2y_2(t)$. Time invariance means that the system response does not alter with time.
As a result, if the input signal is delayed by a certain amount the output signal will be delayed by that same amount. The room response to a sound source is pictured in figure (2.9).

The room response can be quantified theoretically by its response to a Dirac delta function, this is known as the system’s impulse response, $h(t)$. A Dirac delta function is a short pulse of energy at time zero which is infinitesimally narrow and its integral of all time is unity. The response of the room to a sound source is the convolution of the impulse response, $h(t)$, with the source signal $s(t)$;
2. Theoretical background

\[ z(t) = h(t) \ast s(t) = \int_{-\infty}^{\infty} h(\tau) s(t-\tau) d\tau \]  

(2.32)

This process has the useful property that when the system is described in the frequency domain, the convolution operation becomes a multiplicative one

\[ Z(f) = H(f)S(f). \]  

(2.33)

Where \( S(f), Z(f) \) and \( H(f) \) are the Fourier transforms of \( s(t), z(t) \) and \( h(t) \) respectively. The Fourier transform of \( h(t) \), \( H(f) \) is known as the Room impulse response (RIR), which can be solved by linear deconvolution

\[ H(f) = \frac{Z(f)}{S(f)}. \]  

(2.34)

The transfer characteristics of a room are completely described, for a single source and listener orientation, by the room impulse response (RIR). This assumes linearity and time invariance, however the RIR is known to change with conditions within the space such as temperature (but this generally happens slowly over long periods of time) and often time-invariance is assumed. Public address systems can introduce significant levels of distortions but the RIR is a measure of only the passive system response and does not include any active systems that may be in use.

Based on the assumptions of the image source model, the receiver signal is the sum of shifted and scaled versions of the source signal \( s(t) \):

\[ z(t) = \alpha_1 s(t - t_1) + \alpha_2 s(t - t_2) + ... + \alpha_N s(t - t_N) + n(t) \]  

(2.35)

\[ = \sum_{i=1}^{N} \alpha_i s(t - t_i) + n(t) \]  

(2.36)

where \( N \) is the number of distinct components, \( t_i \) and \( \alpha_i \) are the delay and the attenuation associated with each component \( i \in [1, \ldots, N] \). The term \( n(t) \) represents the noise and is assumed to have a zero mean and be independent of the signal. The attenuation term \( \alpha \) is assumed to account for both inverse-range dependent spreading and absorption due to reflections from surfaces and it is here frequency independent. An example of the propagation paths and the resulting signal components is depicted in figure(2.10).

The impulse response of the channel between the sound source and the receiver is best estimated by using a short impulse-like excitation signal approximating Dirac delta function \( \delta(n) \), such as a balloon pop or a clap of hands, and measuring the resulting signal from a distance. However, the reliability of such a measurement is poor because of the nature of the excitation signal and the signal-to-noise ratio (SNR) is low due to the short length and finite amplitude of the excitation signal.
2. Theoretical background

(a) Propagation

(b) Signal model

Figure 2.10: Simplified multipath signal model. (a) The signal measured at sensor position $R$ consists of delayed multipath components, each with own delay $t_i$. The superimposed image is a mockup of the signal as a traveling wave at the moment it reaches the sensor. (b) The measured signal $z(t)$ is defined as sum of shifted and scaled versions of the source signal $s(t)$ [40]. It is equivalently represented as a signal convolution with the impulse response $h(t)$.
Other methods have been developed in order to overcome these problems, such as the so-called maximum length sequence (MLS) method [8]. In this method a pseudo-random signal is used as excitation, and the signal is measured with only one microphone. The impulse response estimation is based on auto-correlation function of the MLS, and if the system is considered linear and time-invariant (LTI), it is shown that the cross-correlation between the time reversed excitation and measured signal is the impulse response of the system. Because of the cross-correlation, most of the non-correlated noise will be rejected, thus improving the SNR of the measurement. The problem with this method is that it is sensitive to non-linearities. For example, if the excitation signal is played through a loudspeaker, the harmonic distortions caused by the loudspeaker appear as spurious peaks in the impulse response [13].

The distortions caused by the loudspeaker can be cancelled out, if swept sine technique pioneered by Angelo Farina is used [9]. In this method, a logarithmically rising frequency sweep is used as excitation, and the distortion harmonics are generated ahead of the each frequency appearing in the signal. Farina showed, that after deconvolution as shown in equation (2.34), the impulse responses caused by the harmonic distortions are temporally separated and can be edited out. In the presented thesis, experiments have been carried out using both MLS and swept sine technique. Though the resulting difference between the two input signals does not vary much for our setup. The figures and results discussed in this thesis are of swept sine technique.

### 2.5.4 Transfer Function Measurement with Sweeps

![Figure 2.11: Theoretical block diagram of the impulse response measurement system including the loudspeaker (considered as a non-linear element) and the acoustical space (considered as a perfectly linear system).](image)

Compared to using pseudo noise signals, transfer function measurements using sweeps as excitation signal show significantly higher immunity against distortion and time variance. Capturing binaural room impulse responses for high-quality auralization purposes requires a signal-to-noise of greater than 90dB that is unattainable.
with MLS-measurements due to loudspeaker non-linearity, but fairly easy to reach with sweeps due to the possibility of completely rejecting harmonic distortion [11].

The sinewave technique developed by Farina [12] is based on the following idea: by using an exponential time-growing frequency sweep, it is possible to simultaneously deconvolve the linear impulse response of the system and to selectively separate each impulse response corresponding to the harmonic distortion orders considered. The harmonic distortions appear prior to the linear impulse response. Therefore, the linear impulse response measured is assured exempt from any non-linearity and, at the same time, the measurement of the harmonic distortion at various orders can be performed.

Figure (2.11) illustrates the black box modelization of the measurement process. In this modelization it is assumed that the measurement system is intrinsically not linear but, on the other hand, perfect linearity is considered regarding the acoustical space from which the impulse response is to be derived.

As pointed out by Farina[12], the signal emitted by the loudspeaker is composed of harmonic distortions (considered here without memory) and may be thus represented by the following equation (see figure(2.11)).

\[ w(t) = s(t) \otimes k_1(t) + s^2(t) \otimes k_2(t) + s^3(t) \otimes k_3(t) + \ldots + s^N(t) \otimes k_N(t) \]  

(2.37)

where \( k_i(t) \) represents the \( i \)th component of the volterra kernel [12] which takes into account the non-linearities of the measurement system.

In practice, it is relatively difficult to separate the linear part (reverberation part in the impulse response) from the non-linear part (distortions). In the following, we will consider the response of the global system (the output signal from the system represented in figure(2.11)) as being composed of an additive gaussian white noise \( n(t) \) and a set of impulse response \( h_i(t) \), each of them being convolved by a different power of the input signal

\[ z(t) = n(t) + s(t) \otimes h_1(t) + s^2(t) \otimes h_2(t) + s^3(t) \otimes h_3(t) + \ldots + s^N(t) \otimes h_N(t). \]  

(2.38)

Where \( h_i(t) = k_i(t) \otimes h(t) \).

Equation (2.38) underlines the existence of the non-linearities at the system's output.

In the case of the logarithmic sinewave technique, the excitation signal is generated on the basis of the following equation:
Figure 2.12: (a) Time representation of a Sine Sweep excitation signal \((w_1 = 2\pi 10 \text{ rad/s} \text{ and } w_2 = 2\pi 1000 \text{ rad/s})\). (b) Corresponding Magnitude spectrum. (c) Time representation of the inverse filter corresponding to the Sine Sweep signal presented in (a). (d) Corresponding Magnitude spectrum.

\[
s(t) = \sin \left[ \frac{T \omega_1}{\ln \left( \frac{\omega_2}{\omega_1} \right)} \left( e^{\frac{t}{T} \ln \left( \frac{\omega_2}{\omega_1} \right)} - 1 \right) \right]
\]  

(2.39)

where \(\omega_1\) is the initial radian frequency and \(\omega_2\) is the final radian frequency of the sweep of duration \(T\).

Figure (2.12(a)) (2.12(b)) shows the time and spectral representation of a logarithmic sweep with initial and final frequency at 10 Hz and 1000 Hz respectively.

The impulse response deconvolution process is realized by linear convolution of the measured output with the analytical inverse filter preprocessed from the excitation signal. Using linear convolution allows time-aliasing problems to be avoided. In fact, even if the time analysis window has the same length as the emitted sinesweep signal (and is shorter than the impulse response to be measured). The tail of the system response may be lost, but this will not introduce time aliasing.

In practice, a silence of sufficient duration is added at the end of the sinesweep signal in order to recover the tail of the impulse response.
The deconvolution of the impulse response requires the creation of an inverse filter \( f(t) \) able to "transform" the initial Sweep into a delayed Dirac's delta function:

\[
s(t) \otimes f(t) = \delta(t - K)
\]  

(2.40)

The deconvolution of the impulse response is then realized by linearly convolving the output of the measured system \( z(t) \) with this inverse filter \( f(t) \):

\[
h(t) = z(t) \otimes f(t)
\]  

(2.41)

The inverse filter \( f(t) \) is generated in the following manner:

1. The logarithmic Sweep (which is a causal and stable signal) is temporally reversed and then delayed in order to obtain a causal signal (the reversed signal is pulled back in the positive region of the time axis). This time reversal causes a sign inversion in the phase spectrum. As such, the convolution of this reversed version of the excitation signal with the initial sinesweep will lead to a signal characterized by a perfectly linear phase (corresponding to a pure delay) but will introduce a squaring of the magnitude spectrum.

2. The magnitude spectrum of the resulting signal is then divided by the square of the magnitude spectrum of the initial sinesweep signal.

The time and spectral representations of the inverse filter corresponding to the sinesweep in figure (2.12(a)) (2.12(b)) is given in figure (2.12(c)) (2.12(d)).

In order to minimize the influence of the transients introduced by the measurement system and appearing at the beginning and the end of the emission of the excitation signal, the ends of the sinesweep signal are exponentially attenuated (exponential growth at the beginning and exponential decrease at the end).
3. RESEARCH METHODS AND MATERIAL

3.1 System Overview

A complete measurement system has been designed and realized to enable fast, reliable and simple method for deriving impulse response of a given system.

Though several dedicated measurement systems already exist, these are generally expensive and bulky. Therefore, a highly configurable, portable program written in C was developed by the group for the automatic acquisition of the impulse response with common elements such as a microphone, a loudspeaker and a computer was used. This has led to the obtention of a global, cheap and adaptable measurement system (see figure 3.1) allowing fast and accurate measurement of the impulse response.

The C program controls the generation of the different excitation signals, their emission through the loudspeaker connected via the power amplifier to the full-duplex soundcard, and the simultaneous recording of the signal at the microphone. The time required for one measurement is very short: only a few seconds are necessary to obtain the impulse response of an acoustical space.

The microphone array in combination with its inbuilt speaker was used for all the following experiments. That is, two separate microphone array’s were used; one of which acted as a speaker and the other one as the microphone. The implementation
was wantedly carried out using microphone array’s which are much inferior when compared to standard superior speakers and microphones to show that the presented implementation is very much practical even with low end devices.

3.2 Generation of sine sweep signal

A common method for measuring the impulse response of an acoustical system is to apply a known input signal and to measure the system’s output. The choice concerning the excitation signal and the deconvolution technique enabling the obtention of the impulse response from the measured output is of essential importance:

1. The emitted signal is perfectly reproducible, unlike blank shots or white noise;
2. The signal should have a flat frequency spectrum, like an ideal impulse;
3. The excitation signal and the deconvolution technique have to maximize the signal-to-noise ratio of the deconvolved impulse response;
4. The excitation signal and the deconvolution technique must enable the elimination of non-linear artifacts in the deconvolved impulse response.

And the sine sweep method which has the perfect and complete rejection of the harmonic distortions prior to the linear impulse response, and an excellent signal-to-noise ratio makes it the best impulse response measurement technique in an in-occupied and quiet room.

In order to obtain comparable measurements, the following parameters were used:

1. Sampling frequency : 48000 Hz
2. Initial sine sweep frequency : 1000 Hz
3. Final sine sweep frequency : 16000 Hz
4. Sine sweep duration : 30 seconds
5. Duration of silence after each sweep : 2 seconds

for the estimation of reflection coefficients of individual surfaces. Materials of the size $200 \times 50 \text{cms}$ were used. And hence to avoid the diffraction noise in the final impulse response caused by low frequencies, whose wavelength’s are much larger than the material size; the initial sine sweep frequency was chosen to be $1000Hz$ which is way above the theoretical limit given by,

$$f > \frac{c}{\lambda} = \frac{34000}{50} = 680 \approx 700 \text{Hz}$$
The above equation gives us the limit of frequency considering normal sound wave incidence. In our experiments we are dealing with oblique incidence. In case of oblique incidence the surface area of contact for the oblique incident wave is much larger than for a normal incident wave. Thus we have provided enough buffer \( ((c/1000) - (c/700)) = 145cm \) by considering frequencies beyond 1000 Hz only, there by avoiding the inaccurate results caused by diffraction of low frequencies at oblique incidence. Also initially a second set of measurements were taken in high frequency range 16\( k \) - 20\( kHz \) which did not provide consistent results. This was accounted to the non-linear properties of the low end microphone array’s at higher frequencies. And hence the rest of the experiments were carried out in the stable audible frequency range of 700 – 16\( kHz \). The measured reverberation time for the room was 0.25 seconds, and hence the 2 seconds duration of silence after each sweep was chosen to be a risk free parameter. The length of the sine sweep signal is chosen based on the size of the room, shorter sequences for room with short impulse responses (small reverberation time) and longer sequences for rooms with longer impulse responses (large reverberation time).

3.3 Measurement of reflective coefficient

![Figure 3.2: Experimental setup for oblique reflective coefficient measurements. S - speaker; M - microphone](image)

The experimental disposition for the measurement of reflective coefficient is represented in figure(3.2). A speaker \( S \) and microphone \( M \) pair is placed in front of the reflective surface to be tested, at an acute incident angle \( \theta \). The incident and the reflected signals are detected by the same microphone. In the audible frequency range, and for reasonably small (no more than a few meters) microphone distances from the loudspeaker and from the test surface, air absorption can be safely neglected. The impulse response so achieved from the setup is shown in figure(3.3(a)).
Where the first peak from the left is called \textit{Direct response} which is a result of direct wave from the speaker to microphone. This can also be used to determine the actual distance between the speaker and microphone. The second peak is called the \textit{Reflected response}, this is the response of interest for us. As it is the response of the wave reflecting from the material of our study.

### 3.3.1 Reflection Method

To start with a study was carried out to determine the relation between the amplitudes of the direct and reflected impulse response (see figure(3.3(b))). It was observed that the reflected impulse response was much attenuated in comparison to the direct impulse response. Though the method was crude, different surfaces resulted in different levels of attenuations. On performing the recording again with a different orientation of speaker-microphone setup (sensor devices facing the surface perpendicularly instead of facing the surface at a particular incident angle) to check the consistency of the method, it was observed that the reflected impulse response was much amplified in comparison with the direct response. This was accounted for the directivity property of the microphone arrays. And hence this method entirely depends on the orientation of the microphone array with respect to surface and the speaker.

A much robust way of determining the properties of a reflective surface is using the \textit{reflection method}\cite{39}. Consider the scenario in figure(3.2), where the signal $s(t)$ from the speaker and the reflected signal from the material is recorded by the microphone $M$. This can be explained in frequency domain as follows,

$$R_D(\omega) = H_d(\omega) \cdot S(\omega)$$  \hspace{2cm} (3.1)

where $R_D(\omega)$ is the direct response, $\omega$ is the angular frequency, and has been emitted in future equations for brevity. $S(\omega)$ is the source signal and $H_d(\omega)$ is the transfer function responsible for direct response, which is the product of the propagation loss $H_{loss}$ and the microphone response $H_{mic}$ to the incoming signal.

$$H_d = H_{mic} \cdot H_{loss}$$  \hspace{2cm} (3.2)

Now the Reflected Response $R_R$ can be explained as,

$$R_R = H_r \cdot S$$  \hspace{2cm} (3.3)

where $H_r$ is the transfer function responsible for reflected response, which is the product of the reflective surface material $H_{surf}$, the propagation loss $H_{loss}$ and the...
Figure 3.3: (a) A typical Impulse response for the setup shown in figure (3.2), (b) Methodology for amplitude relation of direct and reflected response.
microphone response $H_{\text{mic}}$ to the incoming signal.

$$H_r = H_{\text{surf}} \cdot H_{\text{mic}} \cdot H_{\text{loss}} \quad (3.4)$$

now the reflection coefficient of the surface can be obtained by,

$$T(\omega) = \left( \frac{\text{ReflectedResponse} (R_R(\omega))}{\text{DirectResponse} (R_D(\omega))} \right) = \frac{H_r(\omega)}{H_d(\omega)} = H_{\text{surf}}(\omega). \quad (3.5)$$

For a given microphone we know that $H_{\text{mic}}$ is constant and the loss in direct and reflected path are considered to be almost comparable. And hence we deduce the transfer function of the reflective surface.

Now from equation (2.5) we can also deduce the absorption coefficient of the material which is given by,

$$\alpha(\omega) = 1 - |R(\omega)|^2 = 1 - |T(\omega)|^2. \quad (3.6)$$

In this way the absorption coefficient could be obtained for a large range of frequencies from a single measurement.

Also these transfer function estimations were carried out on highly interpolated data to achieve a considerably good consistency. The applications of the transfer function so obtained are innumerable. We can simulate the material on computer and find out how it responds to different signals.

The operation of isolating a pulse and extracting it from the global impulse response is a windowing operation. The presented thesis has been implemented using a rectangular window. The problem with windows is that often it is not so easy to place their limits, in our approach we have derived the average limit, from a large set of observations. Also it is preferable to use windows of equal length both for the incident pulse and the reflected pulse, as long as the surface behaviour is not too reactive.

### 3.3.2 Surface Classification and Room Surface Estimation

One of the principle applications using the above determined transfer function is to solve the problem of estimating room surfaces from the acoustic room impulse response, the results of which can be further used for the room geometry estimation.

In this lines experiments were carried out in a semi-anechoic room to classify 4 basic materials (see figure (3.5)) in a room environment, plywood, glasswood, ceiling (perforated material, false roof) and floor ( plastic material, surface quite similar to that of a polished plywood) using different classification features. The results of which has been really promising and has been discussed in chapter 4.

Furthermore, using the room impulse response of an enclosed room, experiments
were carried out to classify different materials existing in that room. The presented studies were carried out in a small room of dimensions $2.7 \times 3.8 \times 2.8m$. This is because of the fact that the accuracy of reflective coefficient estimation using the reflection method decreases, as the distance of the surface from the speaker increases. The setup of the room is as shown in the figure (3.4) and a picture of the actual experimental setup is shown in figure (3.6). The materials in the room were identified to be: glass, wall, plywood, false-roof(glasswood) and floor.

A typical room impulse response looks like in figure (3.7), which includes direct response, single reflection response, and also responses which are a result of multiple reflections (see fig.(3.8)). Such a transfer function obtained as a result of multiple reflections is the product of two or more transfer functions. The classification of such a transfer functions is a tedious job, and hence precautions have been taken to consider transfer functions of single reflections only for the classification of materials, which is explained in section (3.3.3).

It is also common in the measurement of room impulse response to have a reflected response, which is a result of two sound waves being reflected from two different walls, but reaching the microphone simultaneously (see fig.(3.8)). This occurs when the reflected paths of the two are the same. Precautions have been taken to not consider such reflected response in the study, to keep the problem statement simple and direct.
3. Research methods and materials

(a) Plywood

(b) Glasswood

(c) Floor

(d) Ceiling

Figure 3.5: Basic room materials.

Figure 3.6: Picture of RIR measurement experiment setup

The so classified materials and there positions obtained from the room impulse response were cross checked with the actual scenario. The results of which has been discussed in chapter 4.
3. Research methods and material

Figure 3.7: Room impulse response of the experimental room at Sampling frequency of 48000Hz.

Figure 3.8: Potential errors in transfer function estimation, where S is the sound source and M is the microphone location. Left image: This is the expected ideal case, where the transfer function is obtained from a single wall reflection. Center image: This is an erroneous situation in which the transfer function is a result of reflection from two different walls. Right image: This erroneous situation arises due to symmetry in the positions of the recording setup in the room. Here the resultant transfer function is of two sound waves being reflected from two different walls, but reaching the microphone simultaneously.

3.3.3 Ground Truth of Room Surfaces

In order to avoid the possible errors and increase the precision in the room surface classification. Erroneous transfer functions obtained from multiple reflection and simultaneous reflections as seen in figure (3.8) has to be removed from the obtained data set. The approach taken to do this is as follows. The room dimensions and the positions of the recording setup are known beforehand, this data is used to calculate
the approximate arrival time of all the possible single and double reflections using the image source method explained in section (2.5.2). Further reflections which arrive at close interval of time, less than 1ms has been handpicked manually to avoid the effect of simultaneous reflections. There by we obtain a reduced data set with pure transfer functions.

In the presented thesis the ground truth has been obtained manually. Only to avoid possible errors, since this is possibly the first effort of classification of surfaces using room impulse response. But there have been established researches on self localization of speaker and microphone setup [41] which can be used for automatically obtaining the ground truth of room surfaces in coordination with the image source method.

3.4 Classifier

In the presented thesis the classifier used is the K-means clustering [42]. This partitions data into k mutually exclusive clusters. K-means algorithm treats each observation in the data as an object having a location in space. It finds a partition in which objects within each cluster are as close to each other as possible, and as far from objects in other clusters as possible.

K-means works iteratively such that it minimizes the sum of distances from each object to its cluster centroid, over all clusters. This way it moves objects between clusters until the sum cannot be decreased further. The result is a set of clusters that are as compact and well-separated as possible.
4. RESULTS AND DISCUSSION

4.1 Material Classification

The outlined reflection technique was tested in a semi-anechoic room of the university laboratory, with no external devices (computers) in the room. The reverberation time of the room was measured to be, $T_{60} = 0.25\,\text{s}$.

![Figure 4.1: Windowing of the impulse response obtained from reflective surface.](image)

The measurement setup was as shown in figure (3.2). Initially the experiments were conducted on two different materials—plywood (thickness $\simeq 25\,\text{mm}$) and glass fibre (thickness $\simeq 25\,\text{mm}$) to check the consistency of the reflection method. A typical impulse response is shown in figure (4.1), where the framed portions are the direct pulse and the pulse reflected from the surface.

The incident and reflected pulse were selected by windowing, in order to apply equation (3.5). The resulting reflection coefficients in oblique sound incidence (approx. $45^\circ$) are compared with the values derived from stretched pulse technique done by Kimura and Yamamoto [38] (shown in figure (4.2)). The agreement between the reflection method and the stretched pulse technique is fairly good. With the presented method it is also possible to determine the phase response, group and...
phase delay, bode plots, more about this is presented in appendix A.

![Graph of reflection coefficient vs frequency for plywood and glass fibre](image)

Figure 4.2: Reflection coefficient’s of (a) plywood and (b) glass fibre panel at oblique incidence. (△) comparison values from stretched pulse technique, (−−−) Average of reflection coefficient’s recorded in one microphone array. Response only up to 4kHz has been displayed here due to unavailability of comparison data beyond this frequency.

The ideal window lengths in this case were about 1.04 ms; other computations with different window lengths did not show substantial deviations, until the energy of the reflected pulse was considered correctly. The selection of impulses was done using an algorithm which automatically recognizes impulses in steps. It first lists the energy of the entire impulse response in a fixed window size of 1 ms. In the windows with high energy, the algorithm searches for the maxima in an extended window size of 2 ms and then selects the impulse of the length 1.04 ms around the maxima.

Based on these early results, a study was carried out to classify the four basic materials in a room environment - plywood, glasswood, ceiling (or false roof, with
perforated material) and floor (plastic material, surface similar to that of a polished plywood). Recordings were taken in a similar setup (see figure (3.2)) and the magnitude response so obtained was used for classification. The magnitude response of these materials, as recorded in four different microphones of a microphone array, in 3 different heights (0.385 m, 0.583 m, 0.8 m) has been displayed in figure (4.4). In the image the DC offset (zero frequency) of the respective magnitude responses have been removed to get a better perspective of the different responses. We see that the overall deviation of magnitude response of a particular material is not out of bounds. There are few cases of outshoots, which can be accounted to the position of the 4th microphone in the microphone array (see figure (4.3)), which is at a different position and hence receives less sound pressure than the rest. Another reason would be the windowing operation. It is not easy to place the limits of the window, where the windowed function is about zero, in order to avoid aliasing effects (these arise from the convolution of the window with the framed function in the frequency domain).

To classify the four materials based on the magnitude response, we’ve to select the best feature. It was observed that the response of surfaces to mid-frequencies (upto 10kHz) was different from the higher frequencies (bey ond 10kHz). Classification was tested using features like cepstral coefficients, moments, gradient and energy of the signal in different intervals. Though these features could classify the given data with a good separation between classified groups, the most basic feature like a mean operator could also achieve the same level of classification. Thus the two features used for the classification of the above four material was mean of first 10kHz and mean of frequencies beyond 10kHz. The resulting classification using the K-means classifier is shown in figure (4.5). It is to be noted that for the classification process the actual magnitude responses have been considered, that is the responses including their DC offset, which gives the level of attenuation. We see that the separation of floor material and plywood is not distinct and unique. This can be accounted to
the similarity in the surface texture of plywood and floor material. We can observe the same in figure (4.4) most of the magnitude response of floor material mimics the plywood magnitude response, and hence selection of any feature wouldn’t make a difference. This can be one of the possible setbacks of this method. That is materials with similar surface texture will offer similar responses.

### 4.2 Room Surface Estimation

Now that we could successfully classify different materials based on the reflection coefficients; a study was carried out to estimate the room surfaces using the reflection coefficients derived from room impulse response. The first step of this study was to select an ideal room environment for the proposed case. We chose a study room of our college whose dimensions are $2.7 \times 3.8 \times 2.8m$. Studies were carried out after emptying the room of all the chairs and tables. The floor and roof material of the study room were of the same material as our laboratory classification experiment. The walls of the study room were composed of glass on two sides and plywood on the other two sides (see figure (3.4)).

Recordings were taken with two microphone arrays, one of which was used as a speaker at a time and at positions $(L_S, B_S, H_S)$ and $(L_M, B_M, H_M)$ as listed in table (4.1). The room impulse response was obtained using the sine sweep. As discussed in chapter 3; during the calculation and classification of reflection coefficients...
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Figure 4.5: Classification of common room materials based on two magnitude features of the derived transfer functions. The type of finishing/coating over the material accounts a lot in the presented method of reflection coefficient estimation. Since the floor material had a finishing identical to the plywood, we see that the separation between plywood and floor is not distinct.

Precautions were taken to not consider reflected response as a result of multiple reflections, and reflected response which can be a result of two different walls reaching the microphone simultaneously. Recordings were totally taken in four different combinatorial positions of speaker(S) and microphone(M). Where in each recording consisted of two sets, first set in which one of the microphone array acts as the speaker and the other acts as the microphone, and the second set in which their work is exchanged with the position remaining a constant. Thus we achieve enough data for our studies.

| Table 4.1: Different positions of Speaker(S) and Microphone(M) in the study room. |
|-----------------|-----------------|-----------------|
| Position 1      | (0.979, 1.368, 1.295) | (3.304, 1.288, 1.306) |
| Position 2      | (0.979, 1.368, 1.736) | (3.304, 1.288, 1.696) |
| Position 3      | (1.047, 1.960, 1.736) | (2.684, 0.943, 1.696) |
| Position 4      | (1.233, 0.462, 1.736) | (2.337, 2.398, 1.696) |

The achieved classification of materials using the room impulse response, at different speaker-microphone positions has been shown in figures (4.7),(4.8),(4.9) & (4.10). The two features used for classification were gradient of first 50 samples and gradient of consecutive 100 samples. The bottom image of these figures show the respective material in real world (the ground truth), and top image shows the material as classified using the reflection coefficient. We see that most of the classified surfaces are
correctly classified in real world as well. There has been certain outliers, which are a result of similarity of surfaces- in this case the floor material and the door material have the same kind of outer finishing, and also the angle of incidence- though the difference in angle of incidence, changes only the attenuation margin by a couple of decibel’s and not the entire response[38]; there are chances that this might induce some error in the classification. Table (4.2) gives a numerical proof of the precision of the presented method. The precision value is calculated as follows

\[
\text{precision} = \frac{\text{total hits} - \text{misses}}{\text{total hits}}. \tag{4.1}
\]

Where for each position of the speaker-microphone setup, \(\text{total hits}\) is the total number of events detected and \(\text{misses}\) is the total number of false events in the detection.

Table 4.2: Numerical presentation for the results of the wall classification using the formula (4.1)

<table>
<thead>
<tr>
<th>Position</th>
<th>total hits</th>
<th>misses</th>
<th>precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Position 1</td>
<td>20</td>
<td>3</td>
<td>85.00%</td>
</tr>
<tr>
<td>Position 2</td>
<td>19</td>
<td>3</td>
<td>84.21%</td>
</tr>
<tr>
<td>Position 3</td>
<td>22</td>
<td>4</td>
<td>81.82%</td>
</tr>
<tr>
<td>Position 4</td>
<td>20</td>
<td>3</td>
<td>85.00%</td>
</tr>
</tbody>
</table>

Considering the complexity of the problem, and the simplicity of the solution, the achieved precision is commendable. This result with additional information from multiple microphones such as Direction of Arrival [43] can be further used to localize walls/reflecting surfaces. The outline of the proposed plan for room surface, and further geometry estimation in presence of the direction of arrival data from microphone array’s is shown in figure (4.6).
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Figure 4.6: Outline of Room Surface Estimation.
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Figure 4.7: Classification of study room wall materials for position 1 listed in table (4.1) based on selective features of the derived transfer functions. Top image: Classification of walls, Bottom image: truth value.

Figure 4.8: Classification of study room wall materials for position 2 listed in table (4.1) based on selective features of the derived transfer functions. Top image: Classification of walls, Bottom image: truth value.
Figure 4.9: Classification of study room wall materials for position 3 listed in table (4.1) based on selective features of the derived transfer functions. Top image: Classification of walls, Bottom image: truth value.

Figure 4.10: Classification of study room wall materials for position 4 listed in table (4.1) based on selective features of the derived transfer functions. Top image: Classification of walls, Bottom image: truth value.
5. CONCLUSION

The reflection method of measuring the reflection coefficient \textit{in situ} has been described in general terms, taking into account unwanted reflections and background noise. It was shown that the reflection method can, in principle, give good measurements, choosing the right input signal and taking advantages from modern digital-processing techniques.

The proposed use of sine sweep as test signal can greatly improve the overall immunity against non linear distortions and background noise. Thus, quick in-situ measurements become effective even in reverberant and noisy conditions.

Some errors typical of digital-processing techniques such as possible diffraction of low frequencies and window length for windowing impulses were identified and commented upon.

Experiments conducted with a low-cost, portable instrumentation showed oblique-incidence results which are in good agreement with those obtained by using the stretched pulse technique.

The reflection coefficient of basic room materials were successfully classified using simple operators. Which shows that the results achieved are unique and easily identifiable. Though some errors occurred, these were accounted for the similarity between the surface of the reflecting material. The handling of which can be considered as a future work.

The proposed reflection method was further used to identify the wall materials in a test room using the room impulse response. The performance of which was commendable with an average precision of over 80%. And the possible sources of error has been accounted for two main reasons, similarity of reflecting surfaces and the angle of incidence.

The results of the material classification in a room using room impulse response have been promising, with additional information like direction of arrival, which can be obtained using the microphone array data; two walls with identical surfaces can be separated. Further, studies can be carried out to identify the room geometry using the proposed method and the direction of arrival data as shown in the figure(4.6).
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A. APPENDIX

Presented in this appendix are the additional results obtained from the reflection coefficient estimation using the reflection method. The figures here are obtained from the setup of a plywood panel (thickness $\simeq 25\text{mm}$, panel size $50 \times 200$) placed at a height of $447\text{m}$ from the speaker and microphone array plane. The speaker and microphone array are placed at an oblique angle of $45^\circ$ as shown in setup (3.2).

Figure A.1: Phase plot of transfer function obtained through different channels of a microphone array for plywood.
Figure A.2: Phase delay plot of transfer function obtained through different channels of a microphone array for plywood.

Figure A.3: Group Delay plot of transfer function obtained through different channels of a microphone array for plywood.
Figure A.4: Z-plot of transfer function obtained through different channels of a microphone array for plywood.