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Abstract—This paper addresses the analysis and mitigation of the signal distortion caused by oscillator phase noise (PN) in OFDM communications systems. Two new PN mitigation techniques are proposed, especially targeted for reducing the intercarrier interference (ICI) effects due to PN. The first proposed method is a fairly simple one, stemming from the idea of linearly interpolating between two consecutive common phase error (CPE) estimates to obtain a linearized estimate of the time-varying phase characteristics. The second technique, in turn, is an extension to the existing state-of-the-art ICI estimation methods. Here the idea is to use an additional interpolation stage to improve the phase estimation performance around the boundaries of two consecutive OFDM symbols. The paper also verifies the performance improvement of these new PN estimation techniques by comparing them to the existing state-of-the-art techniques using extensive computer simulations. To emphasize practicality, the simulations are carried out in 3GPP-LTE downlink –like system context, covering both additive white Gaussian noise (AWGN) and extended ITU-R Vehicular A multipath channel types.
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I. INTRODUCTION

ORTHOGONAL Frequency-Division Multiplexing (OFDM) is a multicarrier modulation scheme used in many modern and emerging communications standards, e.g., Digital Video Broadcasting (DVB), wireless local area networks such as IEEE 802.11g, and 3GPP Long Term Evolution (LTE). Compared to traditional single carrier modulation methods, OFDM has its strengths and weaknesses. Stemming from the long symbol duration and thus efficiently implementable guard interval (GI), OFDM is relatively immune against inter-symbol interference (ISI). Furthermore, multicarrier transmission enables efficient use of adaptive modulation and coding schemes, and also provides robustness against frequency-selective fading in terms of fairly simple equalization. On the other hand, OFDM imposes high demands for the quality of the used radio devices, being especially sensitive, e.g., to oscillator non-idealities. These include different synchronization errors as well as random phase fluctuations called phase noise [2], [15], [17].

On radio implementation side, there are currently big demands for smaller and more energy efficient radio transmitters and receivers. Even higher demands for the radios will be set, when many transceivers, or parts of the transceivers, must be operating simultaneously in a single device. This kind of configuration comes into play, e.g., when implementing radio devices for multiple-input multiple-output (MIMO) transmission systems. In general, because of these high demands for the transceivers, it is very important to understand and try to mitigate possible non-idealities in the transmission chain components. This is called dirty-RF signal processing in general [10].

The impact of PN on OFDM systems has been extensively studied, e.g., in [2], [12] and [15]. The distortion due to PN can in general be divided into two components: common phase error (CPE) and intercarrier interference (ICI). While CPE refers to the constant phase rotation experienced by all the subcarriers within one OFDM symbol interval, ICI corresponds to neighbouring subcarriers interfering with each other. The mitigation of CPE alone has generally been widely investigated. A simple method for CPE mitigation has been presented in [12], and the same method has been further improved in [16], also trying to remove some ICI. In addition, various techniques for ICI mitigation have been developed. For example, [11] has presented a very illustrative technique for ICI mitigation stemming from iterative detection principles. The same group has also published some performance improvements to their methods in [4] and [5].

This paper concentrates on enhanced PN modelling and mitigation schemes. In Section II, modelling of free-running and PLL-based oscillators is shortly addressed. Section III concentrates on the analysis of PN effects on OFDM waveforms. Section IV then gives a short review of essential state-of-the-art in PN mitigation including [5], [11], and [16].
II. PHASE NOISE MODELLING

In addition to ordinary carrier frequency and phase offsets, the time-varying phase behaviour of the used oscillator(s) is one of the most challenging non-idealities in radio devices. In this paper, we focus on the phase noise aspects, and both free-running and phase-locked loop (PLL) type oscillators are considered. A general signal-level model for a noisy complex (I/Q) oscillator is typically formulated as

$$\alpha_{\text{osc}}(t) = e^{i2\pi f_{c}t} e^{i\phi(t)}, \quad (1)$$

where $\phi(t)$ denotes the phase noise and $f_{c}$ is the nominal oscillating frequency, i.e. carrier frequency for oscillators in direct conversion receiver. In the following, more detailed characteristics of the phase noise $\phi(t)$ are addressed for different types of oscillators.

A. Free-Running Oscillators

Free-running oscillator model is very simple and illustrative. In the literature [13], the phase noise of a free-running oscillator is typically assumed to follow Brownian motion (also called Wiener Process). Accurately, we can define the PN for a free-running oscillator as

$$\phi(t) = \sqrt{c} B(t), \quad (2)$$

in which $B(t)$ denotes standard Brownian motion and $c$ is the so-called diffusion rate [13]. Standard Brownian motion $B(t)$, in turn, is defined as a random process for which $B(t_{2}) - B(t_{1})$ is Gaussian distributed with zero mean and variance $|t_{2} - t_{1}|$. Thus, we are able to model the PN process with a single parameter $c$. The process in (2) has a variance that linearly increases with time [9], written here as

$$\sigma_{\phi}^{2}(t) = c \times t. \quad (3)$$

Decay of power spectral density (PSD) is a commonly used quantity to define oscillator PN properties. Now, we can map the diffusion rate $c$ to the PSD in order to simplify the parameterization of the model. First of all, one-sided PSD of the oscillator $\alpha_{\text{osc}}$ in (1) around the carrier frequency attains the Lorenzian spectrum and is given by

$$S(\Delta f) = \frac{c}{(2\pi \Delta f)^{2} + (c/2)^{2}}, \quad (4)$$

where $\Delta f$ is the frequency offset from the nominal centre frequency $f_{c}$ of the oscillator [13]. From (4), the rate of decay at larger offsets is -20 dB/decade, and the 3 dB bandwidth of the PSD is given by

$$\beta = \frac{c}{4\pi}. \quad (5)$$

This 3 dB bandwidth in (5) gives us an easily interpretable reference parameter and is used from now on in free-running oscillator characterizations.

B. Phase-Locked-Loop Oscillators

In practice, phase-locked-loop (PLL) based oscillators are typically used. Here, a PLL phase noise model, which contains both white and flicker noise perturbations to $\phi(t)$, is presented. In general, the PLL PN output is dominated by the reference crystal oscillator (CO) below the loop bandwidth $f_{\text{LBW}}$, and by the voltage controlled oscillator (VCO) above $f_{\text{LBW}}$. Contemporary integrated CMOS VCOs can exhibit significant flicker noise contributions that cannot be neglected [6]. For a free-running VCO with flicker noise, the variance of $\phi(t)$ over time $t$ becomes [8]

$$\sigma_{\phi_{\text{flicker}}}^{2}(t) = (2\pi f_{c})^{2} \left\{ c_{\omega} f_{c} + c_{f} \int_{0}^{t} \int_{0}^{t} R_{\text{det}}(t_{1} - t_{2}) dt_{1} dt_{2} \right\}, \quad (6)$$

where $c_{\omega}$ and $c_{f}$ are the constants describing white and flicker noise perturbations. These constants can, in practice, be found through circuit simulator or spot PN-PSD measurements at large offsets, from [8]

$$L(\Delta f) = \frac{f_{c}^{2} \left( c_{\omega} + c_{f} S_{f}(\Delta f) \right)}{\pi^{2} f_{c}^{4} \left( c_{\omega} + c_{f} S_{f}(\Delta f) \right)^{2} + \Delta f^{2}}. \quad (7)$$

In (7), $S_{f}(\Delta f)$ is the flicker noise PSD at offset $\Delta f$ from the carrier and can be written as [8]

$$S_{f}(\Delta f) = \frac{1}{\pi |\Delta f|} \tan^{-1} \left( \frac{\gamma_{c}}{2\pi |\Delta f|} \right), \quad (8)$$

where $\gamma_{c}$ specifies the cutoff frequency at which the flicker noise PSD deviates from its nominal $1/|\Delta f|$ slope.

In the PLL model, the excess phase variance deviates from (3) depending on the PLL implementation and noise type perturbations. In first-order PLL with white noise perturbations only, the variance of $\phi(t)$ saturates at [7]
\[
\lim_{\tau \to -\infty} \sigma^2_{\phi_{\text{HN}}} (t) = \frac{2\pi f_c^2 c_m}{f_{\text{LBW}}}. \tag{9}
\]

Notice also that, the implemented PLL model flattens the VCO and CO excess phase PSD \( S_{\phi}(\Delta f) \) to constant levels at small offsets \( \Delta f \) and thus eliminates a singularity at the carrier that is associated with the Brownian motion model \[7\]. An example generation of the PLL output PN PSD with \( f_{\text{LBW}} = 2 \) kHz is shown in Fig. 1. The corresponding PN spot measurements are summarized in Table I.

### III. OFDM System Modelling

In a general OFDM system with \( N \) subcarriers, the time-domain waveform samples are obtained by \( N \)-point inverse fast Fourier transform (IFFT) of the subcarrier data symbols \[3\]. Thus, at \( m \)-th OFDM symbol interval, these samples can be written as

\[
x_{\text{m}}(n) = \frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} X_{\text{m}}(k)e^{j2\pi nk/N}, \tag{10}
\]

where \( X_{\text{m}}(k) \) denotes the \( k \)-th subcarrier data symbol during \( m \)-th OFDM symbol interval. Every OFDM symbol has also a cyclic prefix (CP), which copies the last \( \Delta \) samples of \( x_{\text{m}}(n) \) before the first samples, giving the extended OFDM-symbol length of \( N + \Delta \) samples \[11\].

After the impact of a multipath channel, receiver down-conversion with PN, and removal of the CP, we can write the received samples for \( m \)-th OFDM symbol as a vector

\[
r_{\text{m}} = \text{diag}(e^{j\phi_{\text{m}}})(x_{\text{m}} \otimes h_{\text{m}}) + n_{\text{m}}. \tag{11}
\]

Here, \( \otimes \) is a circular convolution operator, \( x_{\text{m}} \) is the vector of samples of \( m \)-th transmitted OFDM symbol, \( h_{\text{m}} \) is the channel impulse response, and \( n_{\text{m}} \) is Additive White Gaussian Noise (AWGN) vector. In addition, \( \phi_{\text{m}} \) is a vector that has PN realization samples within \( m \)-th OFDM symbol, so \( \phi_{\text{m}}=[\phi_{\text{m}}(0), \ldots, \phi_{\text{m}}(N-1)]^T \). In this model, it is assumed that transmitter has no PN. This assumption can be made because receiver PN has been shown to dominate the contribution PN has on the total system performance \[13\]. Also, as mentioned in \[11\], with small PN bandwidths, the transmitter can be effectively referred to RX side. Next, the received signal vector is demodulated using FFT. The resulting frequency-domain signal vector, following directly from (11), is given by

\[
R_{\text{m}} = J_{\text{m}} \otimes (X_{\text{m}} \bullet H_{\text{m}}) + \eta_{\text{m}}. \tag{12}
\]

Here, \( \bullet \) is an element-wise multiplication operator, \( X_{\text{m}} \) is the vector of transmitted subcarrier symbols, \( H_{\text{m}} \) is the channel transfer function, \( \eta_{\text{m}} \) is the FFT of AWGN, and \( J_{\text{m}} \) is the FFT of \( \exp(j\phi_{\text{m}}) \). The \( J_{\text{m}} \) can be written explicitly as

\[
J_{\text{m}}(k) = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} e^{j\phi_{\text{m}}(n)} e^{-j2\pi nk/N}. \tag{13}
\]

Now, it can be noted that the components of (12) can be written essentially in two parts as

\[
R_{\text{m}}(k) = X_{\text{m}}(k)H_{\text{m}}(k)J_{\text{m}}(0) + \sum_{l=0, l \neq 0}^{N-1} X_{\text{m}}(l)H_{\text{m}}(l)J_{\text{m}}(k-l) + \eta_{\text{m}}(k). \tag{14}
\]

This splitting is very important for our analysis purposes, because it divides the PN contribution to two different parts. The first and the second parts of (14) are the CPE corrupted and ICI corrupted parts of the signal, respectively. The CPE means common phase rotation of every subcarrier data inside one OFDM symbol. ICI, on the other hand, is the intercarrier interference that every subcarrier causes to each other due to frequency spreading by PN. \[11\], \[17\]

### IV. State-of-the-Art Phase Noise Estimation and Mitigation Techniques

This Section gives a short overview of state-of-the-art PN mitigation techniques, originally presented in \[5\], \[11\] and \[16\], for reference. CPE and ICI mitigation schemes are considered separately to emphasize readability.
**A. CPE Estimation**

As (14) shows, CPE has exactly the same effect on every subcarrier inside one OFDM symbol. Thus, we can estimate the CPE term \(J_m(0)\) for an OFDM symbol by using, e.g., pre-known pilot subcarriers \(S_p\). To focus on CPE, we can modify (14) so that the ICI and AWGN are just combined into one variable \(\varepsilon_m(k)\). This results in

\[
R_m(k) = X_m(k)H_m(k)J_m(0) + \varepsilon_m(k). \tag{15}
\]

When we consider the case \(k \in S_p\), we can estimate \(J_m(0)\) with, e.g., least squares (LS) estimation, given that also the channel response \(H_m(k)\) is known [16]. This estimate can be formulated as

\[
J(0) = \frac{\sum_{k \in S_p} R_m(k) X_m^*(k) H_m^*(k)}{\sum_{k \in S_p} |X_m(k)H_m(k)|^2}, \tag{16}
\]

where \((\cdot)^*\) is a complex conjugate operator. In [16], additional means to improve this estimate were also introduced for the cases where the number of pilot subcarriers \((k \in S_p)\) is low. In our case though, we are mostly focusing on 3GPP LTE-like systems with large number of subcarriers, and thus also many pilot subcarriers per OFDM symbol [1]. Thus, (16) is used as the primary CPE estimation implementation in the forthcoming developments.

**B. ICI Estimation**

In CPE estimation above, only the first term of \(J_m\) vector is estimated for each OFDM symbol. All the other terms of \(J_m\) represent ICI as (14) illustrates. The \(J_m\) vector has altogether \(N\) elements in it. With practical number of subcarriers, it would be computationally very heavy to try to estimate all of these values. Gladly, this is not needed. Stemming from the PN modelling in Section II, phase has typically steeply descending low-pass natured spectrum around the nominal oscillating frequency. Thus the components around the centre frequency are the most important ones in most practical cases. Thus below, we consider only the spectral components near the centre frequency, \(J_m(k), k \in \{0, \ldots, N-u, N-u, \ldots, N-1\}\), or with circular indexing \(k \in \{-u, \ldots, u\}\) [11]. Now, if we estimate only ICI terms with \(k \in \{-u, \ldots, u\}\), we can write \(R_m(k)\) in (14) more conveniently as

\[
R_m(k) = \sum_{l=-u}^{u} X_m(k-l)H_m(k-l)J_m(l) + \zeta_m(k). \tag{17}
\]

Here, variable \(\zeta_m(k)\) has the AWGN terms and all non-estimated ICI-terms in it. Furthermore, if we only consider a subset of the subcarriers \(k \in \{l_1, \ldots, l_P\}\), \(P > 2u + 1\), we can write (17) in a matrix form

\[
\begin{bmatrix}
R_m(l_1) \\
\vdots \\
R_m(l_P)
\end{bmatrix} =
\begin{bmatrix}
A_m(l_1+u) & \cdots & A_m(l_1-u) \\
\vdots & \ddots & \vdots \\
A_m(l_P+u) & \cdots & A_m(l_P-u)
\end{bmatrix}
\begin{bmatrix}
J_m(-u) \\
\vdots \\
J_m(u)
\end{bmatrix} + \zeta_m, \tag{18}
\]

or equivalently as \(R_{m,u} = A_{m,u}J_{m,u} + \zeta_{m,u}\), in which \(A_m(k) = X_m(k)H_m(k)\). In practice, this subset of subcarriers can be selected so that it consists of subcarriers that are the most reliable after initial detection [11]. Reliability, in turn, can be measured, e.g., with the help of coding [4]. Now assuming that both \(X_m(k)\) and \(H_m(k)\) are known for the considered subcarriers, estimating \(J_{m,u}\) is easy using, e.g., the pseudo inverse of \(A_{m,u}\) as

\[
\hat{J}_{m,u} = (A_{m,u}^H A_{m,u})^{-1} A_{m,u}^H R_{m,u}. \tag{19}
\]

The resulting PN spectrum estimate can then be used to deconvolve the effect of the PN out of the system, i.e., ICI can be removed. Notice that instead of the least-squares estimator presented in (19), a more complicated minimum mean-squared error (MMSE) estimator was deployed in [11]. MMSE approach requires quite detailed knowledge of the statistical properties of the phase noise at hand [11]. The LS approach is chosen here for computational simplicity since in 3GPP LTE-like systems with high numbers of subcarriers, the calculation of these statistics is relatively demanding.

As the above method obviously needs knowledge of the data symbols at the considered subcarriers, the idea is to do the processing iteratively [11]. In the first iteration, only the CPE is removed from the received signal and the relevant subcarrier data is detected. These symbol decisions are then used as known symbols in (18)-(19), yielding an estimate of the PN spectral components. After removing the ICI from the received signal block using this estimate, the subcarrier data is detected again, yielding yet more reliable data decisions. This whole procedure is then iterated.

Stemming from the utilized block-wise or truncated Fourier series approach for PN estimation in [11], and also here in (18)-(19), the resulting PN estimation quality at the “tails” (close to symbol boundaries) inside each OFDM symbol is very poor. This will be illustrated graphically in Section V. This problem can be relieved with the edge substitution method presented in [5]. In the edge substitution technique, the edges of PN estimates for each OFDM symbol are replaced by so called periodic extensions. This periodic extension is calculated by observing the PN estimate samples in different order, so that the interesting edge is mapped to the middle parts of the OFDM symbol. After reordering the PN estimate, the estimated PN in the middle parts that correspond to the edge parts of the original PN estimate can be used as a substitution for the edges. This is done separately for both, leading and trailing, edges of the PN estimate within each OFDM symbol. [5]
V. NEW ICI ESTIMATION AND MITIGATION TECHNIQUES

In this Section, new linear interpolation based ICI estimation technique (LI-CPE) and new linear interpolation based tail-estimation technique (LI-TE) are proposed. Here, instead of other more complex interpolators, linear interpolation is used as the main tool to emphasize computational simplicity. Also, in case of free-running oscillators, linear interpolation has been shown in [18] to be the optimum way to process and estimate time-domain phase noise values, which further justifies its use in LI-TE approach.

In both LI-CPE and LI-TE methods, after obtaining the final estimate for the time-domain phase noise behaviour within the processed OFDM symbol, the actual mitigation of the ICI is done by deconvolving the corresponding received signal block with the FFT of the estimated phase noise waveform.

A. ICI Estimation Using CPE Interpolation (LI-CPE)

The proposed LI-CPE PN estimation technique is based on simple linear interpolation of two consecutive CPE estimates. If we study PN and CPE realizations in Fig. 2, we notice that by linearly interpolating the CPE realization from the middle of each symbol to the middle of the next symbol, our result, on average, is closer to the PN realization than the CPE estimate alone. These interpolated CPE characteristics estimate also the ICI behaviour by trying to reconstruct the phase behaviour inside individual symbols. In addition, the estimation procedure is formulated here so that the CPE of the final interpolated phase matches the original CPE value inside each OFDM symbol. An example of the overall estimated phase as a function of time using the above estimation approach is given in Fig. 2.

One drawback of the above estimation procedure is that it imposes an extra delay of one OFDM symbol compared to plain CPE estimation. Notice also that any existing CPE estimation scheme, such as the one in (16), can be used to obtain the initial CPE estimates used in the interpolation stage.

B. Iterative ICI Estimation Using Tail Interpolation (LI-TE)

The new LI-TE PN estimation technique improves the estimation performance of iterative ICI estimation technique presented in [11]. As already noted in [5], the ICI estimation method does not work perfectly. It has problems especially with the tails of each symbol, because Fourier series approximation does not give good PN estimates in the edges of an OFDM symbol. This is also demonstrated in Fig. 3. The problems can be reduced simply by linearly interpolating the phase over these badly estimated parts of the PN estimate. The linear interpolation seems to perform best when using linear interpolation over about 15 % of the total samples from the end and the beginning of each symbol. Fig. 3 illustrates how the method improves the PN estimate accuracy. Indeed, the earlier ICI estimation method gives corrupted ICI estimates, and the interpolation method improves the quality of the estimate noticeably.

When LI-TE is applied to the iterative method of [11], interpolation can be utilized at each iteration. It should be noted though, that when using only a single iteration, we need estimates of previous and next symbol to do the interpolation, meaning a delay of one OFDM symbol. When using two iterations, we need the second iteration output of the adjacent symbols, thus our delay increases to two symbols and so on. This is not a major problem though since the iterative ICI estimation method gets altogether computationally heavier and heavier as the number of iterations increases, so many iterations are not feasible anyways. In the forthcoming performance evaluations, we use interpolation only over two iterations for simplicity.
VI. SIMULATIONS AND PERFORMANCE ANALYSIS

In the simulations, the performances of all the presented PN mitigation techniques are studied and compared. Simulation model is based on 3GPP LTE downlink -like system [1], where 1024 subcarriers with 15 kHz subcarrier spacing are used, 600 of which are carrying 16QAM data. The 600 active subcarriers are selected so that 300 of them are on the both sides of the centre subcarrier. Of these 600 active subcarriers, 18 carry pilot symbols, and are not used for data transmission. The length of the cyclic prefix is 63 samples.

The simulation process is carried out as follows. First, data symbols are generated using 16QAM subcarrier modulation, and send to the channel. As a channel, we use both additive white Gaussian noise (AWGN) channel and extended Vehicular A [14] multipath channel models. Extended Vehicular A is used so that the channel is static for blocks of 12 OFDM symbols after which new channel realization is drawn. After the channel, receiver PN is modelled and applied. Both free-running and PLL-based oscillators are applied in the simulations. The PN effect is then mitigated with presented techniques, and channel is equalized. In the channel equalization, perfect channel knowledge is assumed. After mitigation and equalization, the actual symbol detection is done separately for each subcarrier using the well-known minimum-distance principle.

For ICI estimation, we use 2 iterations and estimate three PN spectral components ($\mu = 3$) around the DC-bin (CPE). For edge substitution technique of [5] and LI-TE technique, we use edge window length of 70 and 155 samples, respectively. These values were confirmed by simulations to be, on average, the best window length values for each technique. The used window length of the tail substitution technique also conforms to the proposed window length in [5]. In LI-TE, in turn, a relatively long interpolation window is used, compared to tail-substitution reference technique, in order to utilize the neighbouring symbol PN estimates as efficiently as possible.

The performances of PN mitigation techniques presented in Sections IV and V are compared to each other. The results for AWGN and extended Vehicular A channels are presented in Fig. 4 and Fig. 5, respectively, for free-running oscillator case. In the simulations, at least fifty-thousand OFDM symbols are transmitted for every (SNR, $\beta$) pair. From the AWGN channel simulations in Fig. 4, we can see noticeable performance increase when comparing the performance of LI-TE method over that of the state-of-the-art tail substitution method [5]. Also, the simple LI-CPE method gives a nice performance boost over the basic CPE estimation. From Fig. 5, it can be seen that the performance of the best methods get relatively near to the ideal case, but at the same time the significance of the PN mitigation methods decrease compared to AWGN channel case. This is natural because the relative contribution of the PN gets smaller when the channel becomes more difficult. Still, LI-TE method outperforms the reference methods. The performance of LI-CPE method, on the other hand, seems to get quite near to the performance of the state-of-the-art ICI estimation methods.

When simulating the PLL oscillator case, PN of PLL oscillator is generated using the mask in Fig. 1. The mitigation results for the PLL case are given in Fig. 6. Compared to the free-running case, the relative performance differences between the mitigation techniques remain almost the same. LI-TE still outperforms its rivals. It is noticeable though that the LI-CPE method works especially well in a PLL case where PN has less high frequency components. It gives near the performance of the basic ICI estimation and tail substitution methods in high SNR region also, with considerably lower computational complexity.

![Fig. 4. Simulated SER as a function of (a) SNR, and $\beta=200$ Hz (b) $\beta$, and SNR = 20 dB. PN is generated with free-running oscillator and AWGN channel is used.](image-url)
Phase noise is a critical impairment in OFDM type multicarrier systems. We introduced two new linear interpolation based techniques to estimate PN. The first technique, LI-CPE, is a simple way to improve the performance of general pilot-based CPE estimate by interpolating the PN estimate over adjacent OFDM symbols. The second technique, LI-TE, improves the performance of the state-of-the-art ICI mitigation techniques by decreasing the PN estimation error in tail parts of each OFDM symbol. Utilizing both free-running and PLL-based oscillators, the mitigation performances of all the techniques were analyzed using simulations. The simulations showed that LI-CPE gave a very good performance increase over general CPE mitigation. LI-TE, on the other hand, noticeably increased the performance of the state-of-the-art ICI mitigation technique. In addition, we noticed that the significance of ICI mitigation is relatively lower under challenging radio propagation environments, compared to plain AWGN. Still, clear performance improvement is achieved in high SNR region.

VII. CONCLUSIONS

Phase noise is a critical impairment in OFDM type multicarrier systems. We introduced two new linear interpolation based techniques to estimate PN. The first technique, LI-CPE, is a simple way to improve the performance of general pilot-based CPE estimate by interpolating the PN estimate over adjacent OFDM symbols. The second technique, LI-TE, improves the performance of the state-of-the-art ICI mitigation techniques by decreasing the PN estimation error in tail parts of each OFDM symbol. Utilizing both free-running and PLL-based oscillators, the mitigation performances of all the techniques were analyzed using simulations. The simulations showed that LI-CPE gave a very good performance increase over general CPE mitigation. LI-TE, on the other hand, noticeably increased the performance of the state-of-the-art ICI mitigation technique. In addition, we noticed that the significance of ICI mitigation is relatively lower under challenging radio propagation environments, compared to plain AWGN. Still, clear performance improvement is achieved in high SNR region.
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